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Abstract

The starting point of this thesis is the following observation of Atiyah and Bott [4]:
The curvature of a connection on a bundle over a surface can be understood as a
moment map for the action of the gauge group. Moreover, the moduli space of flat
connections, or more generally of Yang—Mills connections, is closely related to the
moduli space of holomorphic bundles obtained from geometric invariant theory. We
discuss the various implications of this observation to the Yang—Mills equations and
the symplectic vortex equations over Riemann surfaces. As main results, we obtain
the analogue of the Ness uniqueness theorem, the Kempf-Ness theorem, the Hilbert-
Mumford criterion and the moment-weight inequality in both settings. The main
technical ingredients are long-time existence and convergence of the Yang—Mills and
the Yang—Mills—Higgs heat flow. These are the parabolic flows associated to the
corresponding moment map squared functionals in both setups.

Donaldson introduced in [35, B8] various extensions of the Atiyah-Bott picture to
actions of the diffeomorphism group. We begin with a self-contained exposition of
his moment map framework in [38] and its applications to Teichmiiller theory. This
is the starting point for the following three projects, discussed in the remainder of
this thesis.

The first one generalizes Donaldson’s construction of Teichmiiller space to the
moduli spaces of tuples of holomorphic differentials of mixed degree. These moduli
spaces are closely related to Hitchin’s higher Teichmiiller components [59]. A distant
hope is, that this might lead to a new construction of the Hitchin component using
the diffeomorphism group instead of the gauge group.

The second project is joint work with Dietmar Salamon and Oscar Garcia-Prada.
We show that the Ricci form yields a moment map for the action of the group
of exact volume preserving diffeomorphisms on the space of almost complex struc-
tures. This yields an extended Weil-Petersson symplectic form on the Calabi—Yau
Teichmiiller space of isotopy classes of complex structures with first Chern class zero
and nonempty Kéhler cone.

The third project is joint work with Oscar Garcfa-Prada, Luis Alvarez-Consul
and Mario Garcia-Fernandez. We investigate variants of the Hitchin equations [5§]
where the complex structure is not fixed and the gauge group is extended by the
Hamiltonian diffeomorphism group. This leads to moduli spaces which naturally fiber
over Teichmiiller space with fibre being the corresponding Hitchin moduli space.
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Zusammenfassung

Der Ausgangspunkt dieser Arbeit ist die folgende Beobachtung von Atiyah und Bott
[4]: Die Kriimmung eines Zusammenhangs auf einem Biindel iiber einer Fliche kann
als Momentum-Abbildung fir die Wirkung der Eichgruppe verstanden werden. Zu-
dem ist der Modulraum der flachen Zusammenhénge, oder allgemeiner der Yang—Mills
Zusammenhéinge, eng mit dem Modulraum der holomorphen Biindel aus der ge-
ometrischen Invariantentheorie verbunden. Wir diskutieren die Auswirkungen dieser
Beobachtung auf die Yang—Mills Gleichungen und die symplektischen Wirbelgleichun-
gen iiber Riemannschen Fliachen. Als Hauptresultate erhalten wir Varianten des
Ness—Eindeutigkeitssatzes, des Kempf-Ness Theorems, des Hilbert—-Mumford Kriteri-
ums und der Momentum—Gewichts Ungleichung in beiden Féllen. Ein zentrales tech-
nisches Resultat ist die Existenz und Konvergenz des Yang-Mills und Yang-Mills—
Higgs Warmeflusses. Diese sind die parabolischen Differentialgleichungen, welche aus
der Gradientengleichung der normquadrierten Momentum-Abbildungen hervorgehen.

Donaldson fiihrte in [35] [38] verschiedene Erweiterungen fiir Wirkungen der Dif-
feomorphismengruppe ein. Wir beginnen mit einer eigenstdndigen Darstellung seiner
Momenten-Abbildung in [38] und deren Anwendungen auf die Teichmiiller Theorie.
Dies ist der Ausgangspunkt fiir die folgenden drei Projekte, welche im restlichen Teil
der Arbeit diskutiert werden.

Das erste Projekt verallgemeinert Donaldson’s Konstruktion des Teichmiiller-
Raums zu den Modulrdumen von Tupeln von holomorphen Differentialen gemischten
Grades. Diese Modulrdume sind eng mit Hitchin’s Teichmiiller-Komponenten [59]
verbunden. FEine entfernte Hoffnung ist, dass dies zu einer neuen Konstruktion der
Hitchin-Komponente fiihren kénnte, die die Diffeomorphismengruppe anstelle der
Eichgruppe verwendet. Das zweite Projekt ist eine gemeinsame Arbeit mit Dietmar
Salamon und Oscar Garcia-Prada. Wir zeigen, dass die Ricci Form eine Momentum-
Abbildung fiir die Wirkung der Gruppe der exakten volumenerhaltenden Diffeomor-
phismen auf dem Raum der fastkomplexen Strukturen liefert. Dies fithrt zu einer
erweiterten Weil-Petersson symplektischen Form auf dem Calabi—Yau Teichmiiller-
Raum von Isotopieklassen komplexer Strukturen mit verschwindender reeller erster
Chern—Klasse und nicht leerem Kéhler-Kegel. Das dritte Projekt ist eine gemeinsame
Arbeit mit Oscar Garcia-Prada, Luis Alvarez-Consul and Mario Garcia-Fernandez.
Wir untersuchen Varianten der Hitchin Gleichung [58], bei denen die komplexe Struk-
tur auf der Flache nicht festgehalten wird und die Eichgruppe um die Gruppe der
Hamiltonischen Diffeomorphismen erweitert wird. Dies liefert Modulrdume, welche
auf natiirliche Weise Faserungen tiber dem Teichmiiller-Raums bilden. Als Fasern
erhilt man dabei die entsprechenden Hitchin-Modulrdumen.
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Chapter 1

Introduction

The concept of moment or momentum maps in symplectic geometry has a long his-
tory. They appeared first in Hamiltonian mechanics as conservation laws associated
to symmetries and provided a formalism to reduce the degrees of freedom. Since then
they turned out to be a powerful conceptual framework for many modern differential
geometry questions and as such have led to various spectacular results, see [83] for
an historic overview. In modern language, a moment map, associated to the action
of a Lie group G with Lie algebra g on a symplectic manifold X, is a map

X —g* (1.1)

such that for every ¢ € g the Hamiltonian function He := (u(-),&) generates its
infinitesimal action. In addition, one often requires that u is equivariant for the
coadjoint action. Marsden and Weinstein [82] observed that the quotient =1(0)/G,
assuming that it is again a manifold, carries a canonical symplectic structure. This
process is called symplectic reduction and p~1(0)/G is the Marsden—Weinstein quo-
tient of X for the action of G.

Many important questions in differential geometry admit a description in terms
of moment maps. Atiyah and Bott [4] observed that the curvature can be viewed as
a moment map on the space of connections for the action of the gauge group. This
observation has been extended to various gauge theoretical moduli problems, includ-
ing the study of Hermitian Yang-Mills connections [31], 32} [IT8], Hitchin’s equation
[58, [102], Bradlow pairs [12] and the symplectic vortex equations [89]. Another beau-
tiful observation due to Quillen and then generalized by Fujiki [48] and Donaldson [34]
shows, that the scalar curvature provides a moment map on the space of compatible
almost complex structures on a symplectic manifold for the action of the Hamiltonian
diffeomorphism group. This is by no means intended to be a complete list and there
are many more situations where moment maps occur naturally. All these examples
have in common that the underlying symplectic manifold and the acting symmetry
group are infinite dimensional. While some of them are very different in flavour, they
rest on a conceptually unified framework provided by the moment map point of view
which comes along with a package of standard theory.

Another important observation is the close connection between symplectic reduc-
tion and geometric invariant theory. This became apparent in the work of Atiyah
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and Bott [4] and has subsequently been explored in greater detail by Ness [92] and
Kirwan [69]. Suppose G acts on a Kéhler manifold X by Kéhler isometries and the
action is generated by a moment map p : X — g*. When the action of G extends to a
holomorphic action of its complexification G¢ then ;~1(0)/G is naturally isomorphic
to the GIT quotient X//G¢ introduced by Mumford [88]. The orbit space X/G° is
generally very badly behaved and the construction of the GIT quotient relies on a
suitable notion of stability. It is defined as

X//G = (X>/G7) ) ~ (1.2)

where X*®° C X is the locus of semistable points and two orbits G°(x1) ~ G¢(z2)
are identified if and only if G°(x1) N G¢(x2) N X* # (. Here, the key observation
is that every semistable orbit contains a unique G-orbit of solutions to the equation
w(xz) = 0 in its closure.

There are many remarkable infinite dimensional examples of geometric invariant
theory. In these situations, the equation p(z) = 0 usually corresponds to difficult
partial differential equations and one is interested in finding suitable stability cri-
teria which characterize the existence of solutions. Examples are the Donaldson—
Uhlenbeck—Yau correspondence [31], 32, T18] which relates stable holomorphic vector
bundles to Hermitian Yang—Mills connections, the Kobayashi—-Hitchin correspondence
[89], or the recent work of Donaldson—Chen—Sun [20, 2T, [22] relating K-stability to
the existence of Kéhler Einstein metrics on Fano manifolds.

1.1 Outline

The first part of this thesis investigates the GIT picture for the Yang-Mills and
symplectic vortex equations over Riemann surfaces. In the second part, we provide
an expository account on Donaldson’s moment map framework for the diffeomorphism
group [38] and its application to Teichmiiller theory. We then present three projects
based on these ideas: A construction of the moduli space of tuples of holomorphic
differentials fibering over Teichmuiiller space, a new construction of the extended Weil—-
Petersson symplectic form on Calabi—Yau Teichmiiller space, and a construction of
universal Hitchin moduli spaces.

In the following, we give a detailed outline of this thesis. All theorems mentioned
in this overview are new results proven in this thesis with the following exceptions:
Theorem [T} Theorem [2] and Theorem [3]in Chapter 2 are mostly known, at least in
special cases, and we present new proofs for these theorems which arise from a new
perspective on the subject. Theorem [8] Theorem [9] and Theorem [I0] in Chapter 4
are due to Donaldson [38] and Uhlenbeck [I17]. We include detailed proofs of these
results in order to have precise references when we consider generalizations of these
constructions and for completeness of the exposition. The proofs of Theorem [14]
Theorem [I5] and Theorem [I6] in Chapter 6 are only sketched in this thesis and full
details are given in the joint paper [50]. Chapter 7 reports on work in progress and
most of the material has not yet been explored in full detail.

A more comprehensive and detailed introduction of the various results and a re-
view of the relevant existing literature can be found at the beginning of the respective
chapters.
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Chapter 2: The GIT picture for the Yang—Mills equation over
Riemann surfaces

This chapter provides a self-contained exposition of the Atiyah-Bott picture for the
Yang-Mills equation over Riemann surfaces [4]. In this overview we formulate three
theorems that are mostly known (at least in the unitary case) and can be found in var-
ious places in the literature and were proved by different authors in different degrees
of generality. The purpose of this chapter is to develop a new unified approach based
on GIT and in the course of this we also give new proofs of the theorems. The fact
that the Atiyah-Bott moment weight inequality in Theorem [3] can be proved along
these lines was hinted at by Donaldson in [39]. We carefully study the semistable and
unstable orbits and the main results are an analogue of the Ness uniqueness theo-
rem for Yang-Mills connections, the Hilbert-Mumford criterion, and a sharp moment
weight inequality. A central ingredient in our discussion is the Yang—Mills flow for
which Réade [97] proved longtime existence and convergence. This chapter has been
published in [IT4].

Let X be a Riemann surface, G a compact Lie group and P — ¥ a principle G-
bundle. We fix a Riemannian structure on 3 and an invariant inner product on the
Lie algebra g of G. Atiyah and Bott [4] observed that the curvature yields a moment
map for the action of the gauge group G(P) on the space of connections A(P). By
Chern—Weil theory, there is a unique central element 7 € Z(g) with

/ a(r) = / a(Fy) for all & € g* and A € A(P). (1.3)
b b

In particular, it follows that every projectively flat connection A € A(P) has constant
central curvature 7. We call this the central type of P and the Marsden—Weinstein
quotient associated to the shifted moment *F4 — 7 yields the moduli space of projec-
tively flat connections on P. The complexified gauge group G(P)¢ := G(P°¢) is defined
as the gauge group of the complexified bundle. Its action on the space A(P) can be
understood by identifying the space of connections A(P) with the space J(P€) of
holomorphic structures on the complexified bundle.

A central theorem in this theory relates the algebraic geometric notion of stable
holomorphic principle bundles (see Definition to the existence of projectively
flat connections in a given complexified gauge orbit.

Theorem 1 (Narasimhan-Seshadri, Ramanathan [91], [95]). Every A € A(P)
determines a unique holomorphic structure Ja on the complexified bundle P¢ :
P x¢ G° and the following holds:

1. (P°,Ja) is stable if and only if there exists g € G°(P) such that xFy4 = T and
the kernel of La : QY(Z, ad(P)®C) — QY(X, ad(P)), La(E+1n) := daé+x*dan,
contains only constant central sections.

2. (P°,Ja) is polystable if and only if there exists g € G°(P) with +Fyga = T.
3. (P¢,Ja) is semistable if and only if infycgepy | ¥ Fga — 7[|z2 = 0.

4. (P¢,Ja) is unstable if and only if inf jege(py || ¥ Fga — 7|22 > 0.
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Proof. This is reformulated as Theorem C in the introduction of Chapter 2 and proved
in Theorem 2.3.10 O

The stable case is a reformulation of a theorem of Narasimhan-Seshadri [91] in
the case G = U(n) and Ramanathan [95] in the general case. They formulated the
theorem in terms of irreducible representations instead of projectively flat connections
and used entirely algebraic geometric methods for the proof. Analytic proofs of the
stable case were found by Donaldson [30] in the case G = U(n) and by Bradlow
[12] and Mundet [89] for more general moduli problems. The polystable case is
deduced from the stable case by induction on the dimension of G. The unstable and
semistable cases have not been explicitly formulated in the literature to the best of
our knowledge, but they are certainly known to the experts. The proof given here for
the semistable and unstable case in Theorem [1|is new and based on the Yang-Mills
flow, which we discuss next. The Yang—Mills functional is defined by

YM: A(P) = R, YM(A) ::%/ |Fa|? dvolss. (1.4)
b))

Réde [97] showed that for every initial data Ag € A(P) the gradient flow
OA(L) = ~VYM(AW) =~y Fa. A0 = A, (15)

has a unique solution which exists for all time, remains in a single complexified orbit
and converges in the W12-topology to a critical point, satisfying the Yang-Mills
equation d% F'4 = 0. This is the key ingredient in proving the following analogue of
the Ness-Uniqueness theorem for Yang—Mills connections:

Theorem 2 (Uniqueness of Yang-Mills connections). Let Ay € A(P) and let
A be the limit of the Yang-Mills flow starting at Ag. Then

IM(Ax) = geigrl{P) YM(gA) =:m. (1.6)

Moreover, for every connection B € G<(Ag) in the Wh2-closure of G¢(Ag) with
YM(B) =m, it holds G(B) = G(A).

Proof. This is reformulated as Theorem A in the introduction of Chapter 2 and
proved in Theorem and Theorem [2.4.15 O]

This has been proven by Daskalopoulos [27] in the case G = U(n) using slightly
different methods. The general case has not been established in the literature, al-
though we believe that it should be possible to reduce it to the unitary case by
algebraic methods. We present an alternative proof which works directly for all Lie
groups G and uses ideas of Chen—Sun [23] given in the context of extremal Kahler
metrics.

The Hilbert—-Mumford weight associated to a connection A € A(P) and an in-
finitesimal gauge action & € Q°(3,ad(P)) is defined by

wr(A€) = tl_i>r<r>10<*FeatgA —7,8) e RU{oo} (1.7)
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where 7 € Z(g) is given by as before. These weights are closely related to
parabolic reductions of the holomorphic bundle (P¢, .J4) and we show that positivity
of these weights is equivalent to the algebraic notion of stability. We also give a new
proof of the moment weight inequality following an approach outlined by Donaldson
[39]. Together with the dominant weight theorem, this yields the following result.

Theorem 3 (Atiyah-Bott [4]). For all A € A(P) and 0 # ¢ € Q°(%, ad(P)) it
holds

wT(Aaé) . 2
-2 < inf * Fy —1]|°. 1.8
el _gegC(P)H A=l (1.8)

When the right-hand-side is positive, then there exists up to scaling a unique 0 # &y €
QO(3, ad(P)) which yields equality. Moreover, it agrees up to scaling with u(*Fa__ —
T)u™t, where u € G(P) and Ay is the limit of the Yang-Mills flow starting at Ay.

Proof. This is reformulated as Theorem B in the introduction of Chapter 2 and proved
in Theorem [2.5.12 and Theorem 2.7.11 O

The proof of the general case is only sketched by Atiyah and Bott. They use
some deep results from Lie theory to reduce the general case to the unitary case. We
give a different argument for the general case which relies on Theorem [2} This relies
heavily on the Yang—Mills flow whose analytic properties had not been established
when Atiyah and Bott wrote their paper. In other words, we use analysis to avoid
the algebraic difficulties in their argument.

Chapter 3: Convergence of the Yang—Mills—Higgs flow and ap-
plications

This chapter extends the discussion of the previous chapter to the symplectic vortex
equations. In doing so we fill several gaps in the literature on the Yang—Mills—Higgs
functional and the characterization of stability for gauged holomorphic maps. In par-
ticular, we extend Mundet’s Kobayashi-Hitchin correspondence and the Kempf-Ness
theorem to the semistable and unstable case, establish a sharp moment—weight in-
equality and prove the analogue of the Ness uniqueness theorem. The main analytic
result in our work is a Lojasiewicz gradient inequality and uniform convergence of
the Yang—Mills—Higgs flow under suitable technical assumptions. This chapter has
been published in [I15].

Let ¥ be a Riemann surface, G a compact Lie group and P — X a principle
G-bundle. We fix an area form and hence a Riemannian structure on ¥, and an
invariant inner product on the Lie algebra g. The latter allows us to identify g with
its dual space. Let X be a Kéahler manifold equipped with an Hamiltonian action of
G which is generated by a moment map p: X — g. Denote by S(P, X) the space of
sections of the associated Kéhler fibration P X X. The symplectic vortex equations
for a pair (A,u) € A(P) x S(P, X) are given by

dau=0,  *Fq+p(u)=0. (1.9)
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We view the first equation as integrability condition, which formally defines the
Kéhler submanifold of holomorphic pairs

H(P,X) := {(A,u) € A(P) x S(P,X) | dau = 0}. (1.10)

The second equation in is a moment map for the action of the gauge group
G(P) on A(P) x S(P,X). We assume in the following, that the action of G extends
to a holomorphic action of its complexification G¢ on X. This gives rise to a natural
action of the complexified gauge group G(P)¢ on A(P) x S(P, X) which preserves
H(P,X). The moment map squared functional

F:H(P,X)—R, F(A u): /||*FA—|—,LL( )2 dvols, (1.11)
agrees up to topologoical terms with the Yang—Mills—Higgs functional
YMH(A W =5 [IFAP + ldaul + )| oot (112)

on holomorphic pairs (A,u) € H(A, u). Its negative gradient flow on H(P, X) is

WA = —xda(xFa + p(u)), Oy = JLy(xF g + pu(u)) )
Longtime existence of this flow has been proved by Venugopalan [IT19] in the case
of vector bundles. We slightly generalize her proof and show that assumption (C)
below suffices to obtain longtime existence. The proof of convergence relies on a new
Lojasiewicz gradient inequality for the Yang—Mills-Higgs functional. For this we need
to make the following assumptions:

(A) The Kéhler metric on X and the moment map u: X — g are both analytic.
(B) X is holomorphically aspherical.

(C) p is proper and X is equivariantly convex at infinity, i.e. there exists a proper
G-invariant function f: X — [0,00) and ¢g > 0 such that

(VoVf(2),v) + (V5 V f(z), Jv) > (1.14)

fl@) 2 e = df (x)J Lopi(z) = 0

for every x € X and v € T, X.

Theorem 4 (Convergence). Assume (C) and let (Ag,ug) € H(P, X) be given.
Then there exists a unique solution (A,u) : [0,00) = H(P,X) of which exists
for all times t > 0. If in addition (A) and (B) are satisfied, then there exists a
critical point (As,tso) € AV2(P) x 822(P, X) of Sobolev class W12 x W22 and
T,C,e > 0 such that for all t > T the pointwise distance between u(t) and uo, s
smaller then the injectivity radius of X along us(P) and

IA®H) = Asollwrs + Il expil u(t)l|wae < G+,
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Proof. This is reformulated as Theorem A in the introduction of Chapter 3 and
proved in Theorem and Theorem [3.4.8 O

This theorem is the key ingredient which allows us to extend many of the analytic
arguments from Chapter 2 to the present setting. As a first application, we get the
following analogue of the Ness—Uniqueness theorem.

Theorem 5 (Uniqueness of critical points). Assume (A), (B) and (C). Let
(Ao, uo) € H(P,X) and let (Aso, uso) be the limit of the gradient flow starting
at (Ag,ug). Then

F i = inf F, =:m.
1 * Fa,, + p(uos)l| 12 gelgq(P)ll* g4, T 1(guo)l[L2 = m

Moreover, for every (B,v) € G¢(Ag,ug) in the W2 x W22-closure of G¢(Ag, ug) with
|| % Fp + p(v)||r2 = m, it holds G(B,v) = G(Auo, Uoso)-

Proof. This is reformulated as Theorem B in the introduction of Chapter 3 and proved
in Theorem B.5.1] O

The Hilbert—-Mumford weight associated to a pair (A,u) € H(P,X) and an in-
finitesimal gauge action ¢ € Q9(3,ad(P)) is defined by

w((A,u),&) = tgrglo (xF e a + p(e u), £),» € RU{oo}. (1.15)
In order to prove the moment weight inequality in this context, we need to assume
the following property for pairs (A,u) € H(P, X):

(H) w((A,u),§) <0 = iggllu(eit%)\lm <0

for all £ € Q°(X,ad(P)). When w((A,u),£) < oo, then the corresponding property
for the curvature term sup,.q||Fecallr2 < oo is automatically satisfied. This is
the reason why such an assumption did not occur in our previous discussion of the
Yang—Mills equations.

Theorem 6 (Sharp moment-weight inequality). Suppose that (A,u) € H(P, X)
satisfies (H). Then for all £ € Q°(X, ad(P))\{0} it holds

w((A,u),§) _ .
—— < inf * Fyp + u)l| 2. 1.16
el = setipy || * For T ulowlle (1.16)

If in addition (A), (B), (C) are satisfied and the right hand side is positive, then
there exists a unique &y € Q°(X, ad(P)) with ||&||r: = 1 which yields equality.

Proof. This is reformulated as Theorem E in the introduction of Chapter 3 and proved
in Theorem [3.6.3] O

This is a crucial ingredient in our extension of Mundet’s Kobayashi-Hitchin cor-
respondence [89] to the semistable and polystable case. Consider the following prop-
erties for a pair (4,u) € H(P, X):
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(SS) For all £ € Q°(%,ad(P)) it holds w((A,u),&) > 0.

(PS) For all ¢ € Q°(Z,ad(P)) with exp(¢) = 1 and w((A4,u),&) = 0 the limit
lim; o (A, u) € (G°)?*?(A,u) exists in W12 x W22 and remains in the
Sobolev completion of the complex group orbit.

Theorem 7 (Polystable and semistable correspondence). Assume (A), (B),
(C) and suppose that (A,u) € H(P,X) satisfies (H).

1. (A, u) is polystable if and only if it satisfies (SS) and (PS).
2. (A, u) is semistable if and only if it satisfies (SS).

Proof. This is reformulated as Theorem D in the introduction of Chapter 3 and
proved in Theorem [3.6.5| and Theorem O

Mundet’s Kobayashi-Hitchin correspondence [89] establishes this correspondence
for stable pairs in greater generality.

Chapter 4: Donaldson’s moment map approach to Teichmiiller
theory

This chapter provides a self-contained exposition of a general moment map found by
Donaldson [38] for the diffeomorphism group. The main applications considered in
this chapter is the construction of a hyperkédhler moduli space M associated to a
closed oriented surface ¥ with genus(X) > 2. This embeds naturally into the cotan-
gent bundle 7*7(2) and can be viewed as the Feix—Kaledin hyperkédhler extension
of the Weil-Petersson metric on Teichmiiller space. Donaldson outlined various re-
markable properties of this moduli space for which we provide complete proofs: The
moduli space M parametrizes the class of almost-Fuchsian 3-manifolds. These are
quasi-Fuchsian 3-manifolds which contain a unique minimal surface with principal
curvatures in (—1,1). The area of this minimal surface then provides a K&hler poten-
tial for the hyperkéhler metric. Moreover, the moduli space M embeds naturally into
the SL(2, C)-representation variety of 3 and the hyperkéhler structure on M extends
the Goldman holomorphic symplectic structure on the representation variety. The
various identifications are obtained using the work of Uhlenbecks [I17] on germs of
hyperbolic 3-manifolds, an explicit map from M to T(X) x T(X) found by Hodge
[61], the simultaneous uniformization theorem of Bers [8], and the theory of Higgs
bundles introduced by Hitchin [58].

Another motivation for such a detailed account on Donaldson’s framework is the fact
that there are several interesting variants and extensions of the theory. We will ex-
plore some of these in the remaining three chapters of this thesis building upon the
discussion in this chapter.

Let (M, p) be a closed manifold equipped with a volume form p and denote by P —
M its SL(n, R)-frame bundle. Let (X,w) be a symplectic manifold with Hamiltonian
SL(n,R) action generated by a moment map p : X — sl(n,R)* and denote by
S(P, X) the space of section of the associated bundle P xgp,r) X. The group
Diff(M, p) of volume preserving diffeomorphisms acts naturally on the frame bundle
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P and thus also on the space of S(P, X). This action preserves the natural symplectic
structure and the main result of Donaldson asserts that the subgroup of exact volume
preserving diffeomorphisms Diff** (M, p) acts in a Hamiltonian fashion. Its Lie algebra
is the space of exact divergence free vector fields and its dual space can be identified
with the space of exact 2-forms on M. The moment map p in the Theorem |§| below
takes only values in the space of closed 2-forms. It is therefore not a moment map in
the strict sense, but Theorem [§] asserts that it nevertheless satisfies the moment map
equation. When dim(M) = 2, one can fix this by subtracting a suitable multiple of
the area form from the moment map. In higher dimensions there is no easy way to
fix this without destroying equivariance.

Theorem 8 (Donaldson [38]). Fiz a torsion free SL(n,R) connection V on M and
define p: S(P, X) — Q*(M) by

wu(s) :=w(Vs AVs) — (s, R) — dec(Vps) (1.17)
where s € QO(M, Endy(TM)*) is obtained by composing the equivariant lift 5 : P —
X of s with the moment map p: X — sl(n,R)* and c(Vus) € QY (M) is defined as
the contraction (us)é;i of Vus. Then the following holds:

1. The map p is Diff(M, p)-equivariant and pu(s) € Q*(M) is closed and indepen-
dent of the connection V used to define it.

2. Let v € Vect(M) be an exact divergence free vector field and choose a primitive

a, € Q" 2(M) with de, = 1(v)p. Then

& /M H(s(8)) Ay = /Mw<s'<t>,cvs<t>>p (1.18)

for any smooth curve s : R — S(X, P), where L,s denotes the infinitesimal
action of v on s for the right action.

Proof. This is reformulated as Theorem A in the introduction of Chapter 4 and proved
in Theorem (Note that the formula for the moment map in [38] contains some
obvious typos regarding the signs which we corrected in formula stated above.) O

Suppose ¥ is a 2-dimensional surface with genus(¥X) > 2 and X = H? the hy-
perbolic plane. In this case, X can be identified with the space of linear complex
structures on R?, compatible with the standard orientation, and S(P, X) can be
identified with the space of complex structures on X, compatible with the orientation
determined by p. In this case, Theorem [§] yields that the Gaussian curvature form
yields a moment map for the action of the Hamiltonian diffeomorphism group. After
taking the action of the Flux group into account, this provides a construction of the
Teichmiiller space of ¥ equipped with the Weil-Petersson metric.

Next, suppose X C T*H? is the unit disc bundle in the cotangent bundle of the
hyperbolic plane. This carries a unique S* x SL(2, R)-invariant hyperkiihler metric,
which extends the hyperbolic metric along the zero section and blows up when ap-
proaching the boundary of the disc bundle. The space of sections S(P,X) can be
identified with the space Q;(X) of pairs (J, o) where J € J(X) is a complex structure
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and o € Q°(%, S3(T*Y ®; C)) a quadratic differential satisfying the pointwise con-
straint |o|; < 1. Then, Theorem [§] yields a hyperk&hler moment map for the action
of the Hamiltonian diffeomorphism group.

Theorem 9 (Donaldson [38]).

1. The action of Ham(2, p) on Q1(X) admits a hyperkihler moment map given by

é 2 _190]? _
= MH 21— 02K ;p + 2i00\/T — |o]? — 2¢p
V1-—|o| (1.19)

wy(J,0) +ip,(J,0) = —240r (o)

p,(J o)

where ¢ = 2m(2 — 2genus(X))/vol(X, p) and r : QY2 S*H(T*Y ®@; C)) —
QLO() is the contraction defined by the metric p(-, J-).

2. The action of Sympy(X, p) on Q1(X) is Hamiltonian for the second and third
symplectic form with moment maps

(1.).0) + it (10),0) = =21 [ 0)r(@ra)p (1.20)

for any symplectic vector field v € Vect(X) satisfying di(v)p = 0.

Proof. This is reformulated as Theorem C in the introduction of Chapter 4 and proved
in Theorem [A.5.13 O

We give an alternative proof of the second statement, since we found it difficult
to translate the conceptual arguments given by Donaldson into a rigorous proof. We
proceed by generalizing the proof of Theorem [A] where we use that the canonical
holomorphic symplectic form wy + iws on X is exact. The methods employed in the
proof of this result are the starting point for our discussion of holomorphic differentials
of arbitrary degree in Chapter 5.

After carefully taking the action of the flux group into account and suitable rescal-
ing of the quadratic differential, Theorem [J] gives rise to a hyperkéhler structure on
the moduli space

M= {(g,a) € Met(S) x Q(g) | 27 =% ol <1 }/Diﬁ’o(Z) (1.21)
Ky —3lol* =35
where ¢ := 27(2 — 2genus(X))/vol(X, p) as above. This takes a particularly simple
form when we scale the volume of ¥ such that ¢ = —2. Donaldson proposed the
following three geometric interpretations:

1. M embeds into T*T(X) and the hyperkidhler metric on M yields the Feix—
Kaledin extension of the Weil-Petersson metric on 7 (X).

2. M parametrizes the class of almost-Fuchsian hyperbolic 3-manifolds. These are
quasi-Fuchsian 3-manifolds which possess an incompressible minimal surface
with principal curvatures in (—1,1). This surface is then unique and its area
provides a Kéhler potential for the hyperkéahler metric.
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3. M embeds as an open subset into the smooth locus of the SL(2,C) repre-
sentation variety Rgp2,c)(X) := Hom (m1(3%),SL(2,C)) /SL(2,C). The hy-
perkéhler structure on M is compatible with the natural holomorphic symplec-
tic structure introduced by Goldman [52], where the natural complex structure
coincides with the second complex structure on M.

The class of almost-Fuchsian manifolds is strictly smaller the the class of quasi-
Fuchsian manifold: There are examples of quasi-Fuchsian manifolds which admit
more then one minimal surface (see [121], 63, 57]) and these cannot be almost-
Fuchsian (see Lemma . The isomorphism between M and the space of almost-
Fuchsian manifolds follows from Uhlenbeck’s theory of minimal surfaces in hyperbolic
3-manifolds [I17]. Her result gives rise to the following theorem in our context.

Theorem 10 (Uhlenbeck [117]). Let g € Met(X) and o € Q(g) satisfy the equations
K, + o> = =1, 9o = 0, and |o|, < 1. For every such pair we define an almost-
Fuchsian metric on Y := X x R by
Y _ Y _ < g (cosh(?)1 —sinh(t)g_lRe(a))2 0 > (1.22)
0 1) '

This is the unique almost-Fuchsian metric which restricts to g along ¥ x {0} and
such that Re(o) is the second fundamental form of ¥ x {0} C Y.

Proof. This is reformulated as Theorem C in the introduction of Chapter 4 and proved
in Theorem [£.6.4 O

Let (Y := ¥ x R, g") be an almost Fuchsian manifold. Its boundary at infinity
is the disjoint union of two disjoint unions of 3, which are both equipped with an
induced conformal structure. This gives rise to an embedding of the space of al-
most Fuchsian metrics into the product space T(X) x 7(X) and we show that the
second complex structure on M corresponds to the complex structure (jl, jg) —
(=J1J1, Jads) on T(X) x T(X). With this understood, we then verify the following
remarkable observation suggested by Donaldson.

Theorem 11. Let A : AF(X) — R be the area functional, which assigns to an almost
Fuchisan manifold Y the area of its unique minimal surface. Then

2607,07,A = w,. (1.23)

Hence A provides a Kdhler potential with respect to the natural complex structure on
AF () which agrees (up to sign) with the second complex structure on M.

Proof. This is reformulated as Theorem D in the introduction of Chapter 4 and

proved in Theorem O

By the Cartan—Ambrose-Higgs theorem, one can express every complete hyper-
bolic 3-manifold as quotient of hyperbolic space H?®. This gives rise to a natural
embedding of the almost Fuchsian moduli space into Rpgr,c2,c)(X). A classical result
of Bers [9] asserts that the restriction of this complex structure to M corresponds
to the standard complex structure on 7(X) x 7(X) which differs by a sign from
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our conventions. In particular, the second complex structure on M corresponds to
multiplication by —i on Rpgp,2,c)(X).

The representation associated to an almost-Fuchisan manifold lifts to SL(2, C) and
a corresponding embedding of M into Rgy,2,c)(X) can be constructed directly using
the theory of Higgs bundles [68]. This has been suggested by Donaldson [38] and
goes as follows: Let g € Met(X) and o € Q(g) be given. Choose a holomorphic line
bundle L — ¥ with L? = TY and define E = L & L~!. The Levi-Civita connection
for ¢g induces a unique U(1)-connection a € A(L). Then consider the pair

A= (_a,, 3) € A(E) and o— % ( 0l > € QWOENd(E)  (1.24)

b —a

where 0 € QY9(L72) = QV°(Hom(L,L71)) and 1 € Q%(End(TY)) = QY(L?) =
QL (Hom(L™1, L)).

Theorem 12. Let g € Met(X) and o € Q(g) satisfy the equations K, + |o|* = —1,
0o =0, and |o|y < 1. The corresponding pair (A, $) defined by satisfies the
Hitchin equation

Oap =0, Fa+[oAo¢*]=0.

and B := A+ ¢ + ¢* € A°(F) is a flat SL(2,C) connection. The holonomy rep-
resentation pp : 1 (X) — SL(2,C) agrees up to conjugation with the representation
associated to the almost Fuchian metric g;/,g defined in Theorem .

Proof. This is reformulated as Theorem D in the introduction of Chapter 4 and

proved in Theorem |4.6.12]). O

Finally, we show that the natural map of M into T*7 (X) is a well-defined embed-
ding (see Theorem [4.6.14)). This follows by a standard application of the continuation
method and the proof is due to Uhlenbeck [117].

Chapter 5: Moduli spaces of holomorphic differentials over Rie-
mann surfaces

We describe a generalization of Donaldson’s construction of Teichmiiller space and its
Feix—Kaledin hyperkéhler extension to moduli spaces of tuples of holomorphic differ-
entials of mixed degree. These moduli spaces are closely related to Hitchin’s higher
Teichmiiller components [59]. We hope that this might lead to a new construction
of the Hitchin component using the diffeomorphism group instead of the gauge group.

Let (X,p) be a closed 2-dimensional surface with fixed area form p € Q2(%).
Assume genus(X) > 2 and denote by P — X its SL(2, R)-frame bundle. For k > 2,
we define

Xi, = {(z,w) € H x C |Im(2)*w|* < 1} (1.25)

which we view as unit disc bundle in (T*H)*/2. This can naturally be identified with
the space of pairs (J,7) where J € J(R?) is a linear complex structure on R? and

v : (R2,J)k — C is a complex symmetric multilinear form with |y| < 1. The space of
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sections of the associated bundle P Xgp,2 gy X then admits a natural identification
with

Di(X) = {(J,7)|J € T(B), 7 € (T, SMT*E®, C)), |r]s < 1} (1.26)

which parametrizes complex structures and complex differentials of order k. In order
to obtain a symplectic structure on Dj(X) we need to define a SL(2,R)-invariant
symplectic structure on the total space of X C (T*H)k/2. In the case k = 2 there
is a natural choice, namely the Feix—Kaledin hyperkéhler extension of the hyperbolic
metric on H. For k > 2 we do not expect that there exists a hyperkédhler setup. In-
stead we obtain a family of symplectic forms on X, parametrized by a single functions
f:00,1) = [0,1) with f(0) =0 and f’ > 0: There exists a unique SL(2, R)-invariant
symplectic form wy € Q?(Xy) satisfying

wr(i,w) = —% (1= f(lw]?) + klw|* ' (jw]?)) dz A dz .
- %if/(|w|2)dm/\dw+f’(|w\2) (Wdz A dw — wdw A dz) . '

Here is a more geometric description of these forms: (1) The symplectic connections
of wy yields the standard connection on (7*H)*/2 obtained from the Levi-Civita
connection on the hyperbolic plane and (2) the S* action which rotates the fibres is
Hamiltonian with H(z,w) = —% f(Im(2)*|w|?) and the Marsden-Weinstein quotient
Hil(—%rz)/S1 is symplectomorphic to the hyperbolic plane scaled by (1 — f(r?)).
None of these symplectic forms extends over the whole space (T*H)*/? and the re-
striction to a disc bundle is necessary. After calculating the moment map for the
SL(2,R)-action on the fibre X and simplifying the resulting equations we deduce
from Theorem [8| the following moment map.

Theorem 13 (Moment map on Dj(X)). The action of Ham(X, p) on the space

{(J,7) € DL(X)|0s7 = 0} is Hamiltonian with respect to wy and generated by the
moment map

Hf(J’ 7) = (2K, + AF(|7|3) — 2¢) p (1.28)

where ¢ ;= 2mw(2 — genus(X))/vol(X, p), F : [0,1) = R is defined by

F(t):= f]ij) + f'(s)ds
0

and A = d*d is the positive Laplacian of the metric p(-,J-).

Proof. This is reformulated as Theorem A in the introduction of Chapter 5 and

proved in Theorem O

It is natural to ask if there exists a preferred symplectic structure wy € Q%(Xy).
In the case k = 2 this is answered by the Feix—Kaledin hyperkahler metric. For
k > 2 we were unable to find a satisfactory answer. However, we show that there
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are functions fj for which the resulting moduli spaces admits a particularly simple
description, namely

e T 1
M, (k) = {(977) ’ g € Met(X), (Jg,7) € Dy (%) }/DiffO(E) (1.29)

or =0, K, — %Mg =ci=

where ¢ := 27(2 — 2genus(X))/vol(%, p) and for g € Met(X) we denote by J, € J(X)
the unique complex structure compatible with g. In the case k = 2 this corresponds
to the Donaldson’s hyperkéhler extension of Teichmiiller space.

The discussion so far extends naturally to tuples (J,71,...,7,) of complex differ-
entials of mixed order. For k = (kq,...,k,) € ZZ, define

Di(X) :={(J, 71, ) | (J,73) € Dy, (8) for i =1,...,n}. (1.30)

Then, the main observation is that D}((E) embeds naturally into the product manifold
[T;-, D}, (¥) as a symplectic submanifold.

Chapter 6: The Ricci form and Calabi—Yau Teichmiiller space

This chapter summarizes joint work with Oscar Garcia—Prada and Dietmar A. Sala-
mon [50]. We show that the Ricci form yields a moment map for the action of the
group of exact volume preserving diffeomorphims on the space of almost complex
structures. This gives rise to an extended Weil-Petersson symplectic form on the
Calabi—Yau Teichmiiller space of isotopy classes of complex structures with real first
Chern class zero and nonempty Kéhler cone. We also discuss variants of the theory
for Kédhler—Einstein pairs which have not been included into our joint paper. The pre-
sentation in this chapter is rather brief and we only sketch the arguments for the more
technical results. Full detail and complete proofs can be found in our joint article [50].

Let (M, p) be a closed 2n-dimensional manifold with fixed volume form p. We
define the Ricci form Ric, ; € Q2(M) associated to the volume form p and an almost
complex structure J € J(M) by

Ric,. (1, v) = itr (V)T (Vo)) + %tr (JRY (u,0)) + %dAY (1.31)

for u,v € Vect(M), where V is a torsion free p-connection on M and the 1-form )\y
is defined by AY (u) := tr ((V.J)u) for u € Vect(M). The next theorem can be derived
as a special case of Donaldson’s moment map in Theorem [§ In [50] we give a direct
and independent proof of this result.

Theorem 14 (Ricci form, [50]). The Ricci form Ric, ; € Q*(M) does not depend
on the choice of the connection V used to define it, represents the cohomology class
2wc1 (T M, J) and agrees with the usual definition of the Ricci form on Kdhler man-
ifolds. The map J — 2Ric, j satisfies the moment map equation for the action of
the exact volume preserving diffeomorphism group on the space of almost complex
structures.

Proof. This is reformulated as Theorem A in the introduction of Chapter 6 and
proved in Theorem [6.2.1 O
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A useful generalization of the moment map equation involves the 1-form A, €
QYT (M), Q1 (M)) defined by

A, (T, J)(u) = tr ((vj)u + ;jJVuJ> (1.32)

for u € Vect(M), where V is a torsion free p-connection on M. Then, the linearisation
of Ric, s when varying J in direction J is given by $dA,(J,J) and

/M Ay, J) A u(w)p = % /M w(17£,7) 0 (1.33)

for all v € Vect(M). This setup leads to a new construction of the Weil-Petersson
symplectic form on the Calabi—Yau Teichmiiller space

c1(TM,J) =0 € H*(M,R) _
and J admits a Kahler form Diffo(M).  (1.34)

To(M) = {J € Jint(M)

This moduli space has been studied extensively in the polarized cased [64, 90, 98]
and for K3-surfaces, see [44] Chapter 16. The Bogomolov—Tian-Todorov Theorem
[111, [ITT1], 1T3] asserts that To(M) is a smooth manifold. However, it is not Hausdorff
in general [54], 120]. The construction of the Weil-Petersson metric involves three
main steps:

1. The natural inclusion of
To(M, p) :={J € Tint,0(M) | Ric,, s = 0} /Diffo (M, p) (1.35)
into Teichmiiller space To(M) is a bijection.
2. The group Diffy(M, p)/Diff* (M, p) acts trivially on
To™(M, p) = Fint,0(M, p) /DIF (M, p). (1.36)

Hence, To(M, p) = T{*(M, p) embeds into the Marsden—Weinstein quotient of
J (M) and carries a natural closed 2-form.

3. The subspace of integrable structures Jin(M) C J(M) is not a symplectic
submanifold and it is not obvious that the closed 2-form on 7o(M, p) is non-
degenerated. We give a complete characterization of the kernel of the restriction
of the symplectic form which then proves non-degeneracy of the Weil-Petersson
symplectic form on the quotient.

The tangent spaces at the space of integrable complex structures are
Ty Font (M) = ker (5 7 QYN (M, TM) — Q%M TM)) . (1.37)
If Ric, ; = 0 and dyJ = 0 then there exist smooth functions f,9: M — R such that

Ap(J, J) = —df o J +dg (1.38)

Moreover, for every J € Jint (M) with vanishing real first Chern class and non-empty
Kahler cone, there exists a unique volume form p; with Ric,, ; = 0 and fM pr=V.
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Theorem 15 (Weil-Petersson symplectic form, [50]). The Weil-Petersson sym-
plectic form on To(M, p) is given by

(1, J) = /

M

(;tr (jljjz) — fig2 + f291> pJ (1.39)

for J € Tim(M) with vanishing real first Chern class and non-empty Kdhler cone,
Ji e Q0L (M, TM) with d;J; = 0 and fi, g; defined by . This symplectic
form is Diffy(M) equivariant and thus the mapping class group acts on To(M) by
symplectomorphism.

Proof. This is reformulated as Theorem B in the introduction of Chapter 6 and the
proved in Theorem [6.3.5 O

The Weil-Petersson symplectic form gives rise to a symplectic connection on the
bundle & (M) of isotopy classes of Ricci-flat Kéhler structures over the space By (M)
of symplectic forms with vanishing first Chern class.

Theorem 16 (A symplectic connection, [50]). The projection Eq(M) — Bo(M)
is a submersion and for every Ricci flat Kabhler structure (w, Jg on M and for every
closed 2-form &, there exists a unique element J = A, ;(&) € QJ’l(M, TM) satisfying

Q(J,J)=0  forall J' € Q% (M, TM) with 9;J' =0 and J' = (J')*
and the tangency conditions
00 =0, Ap(JJ) = —d(@,w)od, a(,)=&(JJ) = (] =)

This connection is Diffy(M)-equivariant and satisfies Ay, j(du(v)w) = Ly, J for all
v € Vect(M) with du(Jv)p = 0.

Proof. This is reformulated as Theorem C in the introduction of Chapter 6 and
Theorem (.35 O

The final section discusses variants of the theory for Ké&hler—Einstein manifolds
which have not been included into our joint paper. Fix a volume form p € Q%"(M)
and cohomology classes a,c € H?(M) such that 2mc = ka for some x € R. Denote by
Sa(M, p) C Q2(M) the space of symplectic forms on M with volume form w"/n! = p
and denote by J.(M) the space of almost complex structures with ¢;(T'M, J) = c¢. We
call @ € H?(M,R) a Lefschetz class when - Ua™~! : HY(M,R) — H?"~1(M,R) is an
isomorphism. Then S, (M, p) is a symplectic manifold with the Lefschetz symplectic
form

wn—l

(n—1)!

Qw(djl,d)g) = / /\1 A /\2 A (140)
M

for w € S, (M, p) and exact 2-forms @ € Q?(M) with ©Aw" ™! = 0, where \; € Q'(M)
satisfy d\; = & and \; Aw™ ! is exact. The motivation for this symplectic form comes
from a moment map description of the equation w™/n! = p.
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Theorem 17 (Kidhler—Einstein pairs). The action of Diff**(M, p) on the product
space Jo(M) x 8o (M, p) is Hamiltonian for the product symplectic form

Qyo(Jr,01), (2, 02)) 1= /

M

n—1
(n—1)!

where \; € QY (M) satisfy d\; = & and \; Aw" ™! is evact. A moment map for this
action is p: Jo.(M) x So(M, p) — Q2,(M) defined by

p(J,w) = 2(Ricy, 5 — kw). (1.42)

1.
Sir (J1JJ2) p—2KA1 A g A (1.41)

Proof. This is reformulated as Theorem D in the introduction of Chapter 6 and
proved in Theorem [6.4.3] O

This leads to a Weil-Petersson metric on the Teichmiiller space of Kahler—Einstein
manifolds with a fixed symplectic form w € S,(M). Although this yields a new
perspective on the subject, the symplectic form has been studied extensively, see
[71, 98], T05] and the references therein.

Chapter 7: Universal Hitchin moduli spaces

This chapter contains joint work with Oscar Garcia—Prada, Luis Alvarez-Consul and
Mario Garcia-Fernandez. We investigate variants of Hitchin’s equations [58] on a
Riemann surface . In contrast to the classical theory, we do not fix the complex
structure on the surface and investigate moment maps for the action of the extended
gauge group. This yields various universal Hitchin moduli spaces which fibre natu-
rally over Teichmiiller space with fibre being the corresponding Hitchin moduli space.
Most of the material is still work in progress and has not yet been explored in full
detail.

Let (3, p) be a closed 2-dimensional surface equipped with an area form p. For
a principal bundle P — ¥ the extended gauge group G(P) of P consists of bundle
isomorphisms covering Hamiltonian diffeomorphisms of ¥. Every connection A €
A(P) defines a splitting

Lie(G(P)) = Q%(%,ad(P)) @ {v € Vect(X) | de(v)p is exact} (1.43)

which we denote by @ ~ (A(%), 7). This is given by decomposing Lie(G(P)) C
Vect(P) into its A-horizonal and A-vertical component.

Real reductive groups. Suppose G = (G, H, 0, B) is a real reductive group, i.e.
a quadruple consisting of a real Lie group G with reductive Lie algebra g, a maximal
compact subgroup H C G, a Cartan involution 6 : g — g which defines a splitting
g = h@ m and a #- and G-invariant bilinear form B : g x ¢ — R. The adjoint
representation of G restricts to the so-called isotropy representation ¢ : H — Aut(m).
Now let P — ¥ be a principal H bundle and denote by P(m) := P x,m the associated
m-bundle. In this setting, the holomorphicity condition of the Higgs field has no
interpretation in terms of moment maps and we consider the configuration space

JeJ(®), Ac AP) }

Xl = {(J7 A7 (b) ¢ c QII’O(E,P(m) ® (C), 5A,.]¢ =0 (144)
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This carries a natural symplectic structure obtained from B.

Theorem 18. The natural g )-action on Xy is Hamiltonian with moment map
(u(J, A, ¢), /B ), Fa — [0* N\ &]) /HZKJ—QC)

where © € Lie(G(P)), with 7,0 € Vect(X) and A(v) € Q°(X, ad(P)) defined by
and w0 = vy is the Hamiltonian vector field for H : ¥ — R, and ¢ := 27(2g —

2)/v0l(, p).
Proof. This is reformulated as Theorem A in the introduction of Chapter 7 and
proved in Proposition and Theorem O]

Complex reductive groups. Assume that G is a compact group and P — ¥ a
principal G bundle. We consider the space

Xy = J () x A(P) x Q(%,iad(P)). (1.45)
For every fixed J, there is a natural isomorphism
A(P) x QY(%,iad(P)) = A(P) x Q%' (, iad(P)) (1.46)

and both spaces can be identified with T7*A(P). The later model carries a natural
hyperkahler structure which gives rise to three symplectic forms on Xb.

Theorem 19. The action of Q~(P) on Xy is Hamiltonian for all three symplectic
forms with moment maps

11 (T, A ) = ((FA i w]) 2Ky —20)p + dtrwAp(dAw»)
ia(J, A, ) = (ida b, (2K 5 — 2¢)p + id x tr (A, (Fa)))

(. A, ) = (z‘dAw, (2K —2c)p—|—’l:dt7"(’l/}Ap (FA +5 [ww})))

where ¢ := 2w (2genus(X) — 2)/vol(X, p) and
A, Q*(8, ad(P) ® C) — Q°(%, ad(P) ® C)

is the natural map induced by p. All three moment maps take values in the space

O%(3, ad(P)) ® Q2,(X) which is the dual space of Lie(G(P)) by (1
Proof. This is reformulated as Theorem B in the mtroductlon of Chapter 7 and proved
in Theorem [T.4.5] [

Note that this theorem does not quite yield a hyperkdhler moment map. Never-
theless, we have

qupfo 5 =0
(LAY) € p (0N (0) Npz(0) = Fa+ iyl =0
2K']—C

After taking the action of the flux group into account, this yields a moduli space
which fibres over Teichmiiller space with the corresponding Hitchin moduli space as
fibre.
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Fibrations over Donaldson’s moduli space. Consider the configuration space
Xz = Q1(2) x A(P) x Q'(%,iad(P)). (1.47)

where Q1(X) denotes the space of pairs (J,0) consisting of a complex structure
J € J(X) and a quadratic differential o € Q°(3, S*(T*Y ®, C)) with pointwise
norm |o|; < 1. Donaldson [38] observed that the space Q1(X) carries a hyperkahler
structure whose hyperkahler quotient (after taking the action of the flux group into
account) yields the Feix—Kaledin hyperkéhler extension M of Teichmiiller space. It
is reasonable to expect that the space X3 carries three symplectic forms for which the
action of the extended gauge group is Hamiltonian. This should give rise to a moduli
space which fibres over M with fibres being the corresponding Hitchin moduli spaces.

This is still work in progress and has not yet been written up. There are two
intriguing aspects which we would like to mention: First, there is a construction of
Donaldson [38] which associates to every element in M a solution of the SU(2) Hitchin
equations over Y and thus M really parametrizes pairs of solutions to Hitchin’s
equation. Second, the resulting moduli space is naturally a hyperkéhler fibration
over the hyperkéhler space M. It is probably too optimistic to expect that they
combine to a hyperkéhler structure on the whole moduli space, but this is certainly
something to be investigated more closely.
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Chapter 2

The GIT picture for the
Yang-Mills equations over
Riemann surfaces

The content of this chapter has been published in [I14]. We give a self-contained
exposition of the Atiyah-Bott picture [4] for the Yang-Mills equation over Riemann
surfaces with an emphasis on the analogy to finite dimensional geometric invariant
theory. The main motivation is to provide a careful study of the semistable and
unstable orbits: This includes the analogue of the Ness uniqueness theorem for Yang-
Mills connections, the Kempf-Ness theorem, the Hilbert-Mumford criterion and a new
proof of the moment-weight inequality following an approach outlined by Donaldson
[39]. A central ingredient in our discussion is the Yang-Mills flow for which we assume
longtime existence and convergence (see [97]).

2.1 Introduction

The aim of this chapter is threefold: The first goal is to provide a self-contained and
essentially complete exposition of the geometric invariant theory for the Yang-Mills
equation over Riemann surfaces from the differential geometric point of view. We
follow closely the line of arguments of finite dimensional GIT (e.g. as it is explained
in [51]) and emphasize this analogy throughout.

The second goal is to include a careful study of the semistable and unstable
orbits. This is in contrast to most of the developments after the landmark paper [4]
of Atiyah and Bott, which deal with the characterization of stable objects in more
general moduli problems, i.e. the analogue of the Narasimhan-Seshadri theorem.
In the unitary case Daskalopoulos [27] established the Morse theoretic picture of
Atiyah and Bott. A direct corollary of this stratification is the analogue of the
Ness uniqueness theorem and the moment limit theorem (see Theorem A below).
We present an alternative proof of this result following the arguments discovered
by Calabi-Chen [I7] and Chen-Sun [23] in a different infinite dimensional setting.
This argument does not depend on the Harder-Narasimhan filtration or on other

21
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aspects from the holomorphic point of view and works for general structure groups.
Following an approach outlined by Donaldson [39], we also carry out a new proof of
the moment-weight inequality which is essentially contained in the work of Atiyah
and Bott.

The third goal is to provide a transparent exposition of the central ideas used
in gauge theoretical moduli problems. While several results are known in greater
generality, the key ideas are still immanent in our treatment. We hope that this
enables non experts to explore the beauty of this subject without having to worry
about the technical difficulties which come along with more general moduli problems.

We concentrates on the stability questions in Yang—Mills theory and do not dis-
cuss the topology of the resulting moduli space, which is one of the main topics in the
work of Atiyah and Bott. There is no claim of originality (except to my knowledge
Theorem A has only been proven in the case G = U(n) in the existing literature).
However, the various results and underlying ideas are spread over the literature and
the present paper provides a unified exposition. The main technical ingredients in
our discussion are long time existence and convergence of the Yang—Mills flow. The
presented arguments allow for various generalizations to moduli problems in gauge
theory, where the main obstacles are again long time existence and convergence of the
relevant parabolic gradient flow. These obstructions can be overcome for the Yang—
Mills-Higgs flow under suitable assumptions and the results of this article can be
carried over to the symplectic vortex equation over Riemann surfaces, see Chapter 3
and [I19]. For the extension of the theory to bundles over higher dimensional Kahler
manifolds, the situation is more delicate and various known results are discussed at
the end of the introduction.

There are two essentially different perspectives on GIT - the algebraic geometric
and the symplectic point of view. The recent survey of Thomas [I09] provides some
background from both perspectives and explores several finite and infinite dimen-
sional examples. Originally, Mumford [87] introduced GIT as a method to construct
quotients and moduli spaces in algebraic geometry. The work of Atiyah-Bott [4] and
the thesis of Kirwan [69] have shown that GIT is closely related to moment maps
and symplectic reduction, where the link between both theories lies in the Morse-
Bott stratification of the moment map squared functional. This leads to an entirely
differential geometric version of GIT. Another important ingredient in this approach
is the Kempf-Ness function: Let (X, J, w, ) be a closed Kéhler manifold with Hamil-
tonian G-action and moment map p. Here G denote a (real) compact Lie group with
complexification G¢. For a given point z € X there exists a G-invariant function

o, :G°/G—-R

such that the gradient flow of ®, intertwines with the gradient flow of the moment
map squared functional under the map g — g~ 'z. The global analytic properties of
®,. are related to the algebraic weights of x and to the solvability of the equation
1(gz) = 0 by the Kempf-Ness theorem.

We follow throughout this survey the differential geometric approach. For a mod-
ern algebraic treatment we refer to [3] and the references therein. The new edition
of [88] also contains a discussion of the GIT picture for the Yang-Mills equations.
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Nevertheless, it leaves some refined question open: What are the appropriate ana-
loguos versions of the Ness uniqueness theoerem, the Kempf-Ness theorem or the
Hilbert-Mumford criterion? The analog of the Kempf-Ness functional has been used
to provide analytic proofs for various generalizations of the Narasimhan-Seshadri
theorem, but it has seen little discussion beyond these applications in the literature.
The recent work of Calabi, Chen, Donaldson and Sun [17, [39, [18], 19} 23] has shown
that the underlying geometric properties of the Kempf-Ness functional can be used
to provide analytic proofs for the Ness uniqueness theorem and the Kempf-Ness the-
orem. We follow their ideas and obtain new proofs of the corresponding results in
the Yang-Mills case. The exposition [5I] provides a finite dimensional discussion of
these arguments.

Main results

Let G be a compact connected Lie group and let ¥ be a closed Riemann surface. Fix
a volume form on X, compatible with the orientation, and let P — ¥ be a principal
G bundle. Atiyah and Bott [4] observed that the curvature

w(A) :=xFa € Q°(3,ad(P))

defines a moment map for the action of the gauge group G(P) on the space of con-
nections A(P). For any constant central section 7, the symplectic quotient

A(P)//G(P) == =" (1) /G(P)

yields the moduli space of projectively flat connections on P with constant central
curvature 7.

Let G¢ be the complexification of G and P¢ := P xg G° the associated principal
G° bundle. The complexification of the gauge group is G°(P) := G(P°). The space
A(P) can naturally be identified with the space J(P¢) of holomorphic structures on
P¢ (see Lemma[2.2.5)) and the complexified gauge group G¢(P) acts naturally on this
space. The corresponding GIT quotient

A(P)//G(P)

of A(P) by G¢(P) is obtained in two steps. First, one defines a dense and open subset
A®*$(P) C A(P) of semistable connections or holomorphic structures on P and sec-
ond, one identifies two semistable orbits in the quotient if they cannot be separated
in A®*(P). The restriction to semistable orbits is necessary to obtain a good quotient
in the sense of algebraic geometry. There are two approaches to define semistable ob-
jects. In the symplectic approach, one chooses a moment map for the gauge action on
A(P) to define semistable objects. In the algebraic geometric approach, one defines
a notion of semistability J°°(P¢) C J(P°) on the space of holomorphic structures
on P¢. A classical result due to Narasimhan and Seshadri [91] in the case G = U(n)
and due to Ramanathan [95] for general G shows that both of these notions agree if
one restricts to further open subsets of stable objects.
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The Yang-Mills picture introduced by Atiyah and Bott [4] shed new light on this
result and inspired Donaldson [30] to an analytic proof of the Narasimhan-Seshadri
theorem. The Yang-Mills functional is given by the formula

IM:AP) =R,  YM(A) = %/ || Fa||? dvols..
2

Standard arguments from Chern-Weil theory show that there exists a unique central
element 7 € Z(g) such that

YM(A) = Beigfép) YM(B) = *«Fy =T (2.1)

We shall consider in the following connections of Sobolev class W2 and gauge trans-
formations of Sobolev class W22. Rade [97] showed in this setting that for every
initial data Ag € A(P) the negative gradient flow of the Yang-Mills functional

OA(t) = =VIM(A(Y)) = —dyFaw,  A(0) = Ag (2.2)

has a unique (weak) solution which exists for all time. Moreover, this solution remains
in a single complexified G¢(P)-orbit and converges in the W2-topology to a Yang-
Mills connection A, € G¢(Ap). The following is the analogue of the Ness uniqueness
theorem in finite dimensional GIT.

Theorem A (Uniqueness of Yang-Mills connections). Let Ay € A(P) and let
Aso be the limit of the Yang-Mills flow starting at Ag. Then

1. yM(AOO) = infgegc(p) y/\/l(gA)

2. If B € G¢(Ay) is contained in the W12-closure of G¢(Ag) and

YM(B) = inf YM(gA)

geGe(P)
then G(B) = G(Aw).

In the case G = U(n) one can replace P by a hermitian vector bundle £ — ¥.
Daskalopoulos [27] established in this case the convergence of the Yang-Mills flow
over Riemann surfaces by different methods. He proves a suitable slice theorm near
Yang-Mills connections and shows that the limiting Yang-Mills connection A, is
determined up to a unitary gauge transformation by the isomorphism class of the
Harder-Narasimhan filtration of (E,d4,). This proves Theorem A in the unitary case
and it should be possible to deduce the general result from this using the methods
in [I0]. We present a different proof of Theorem A in Theorem and Theorem
2.4.151 by following the line of arguments from finite dimensional GIT ([51], Chapter
6). These arguments were originally given by Calabi-Chen [I7] and Chen-Sun [23] in
the context of extremal K&hler metrics.

A connection A € A(P) is called p,-semistable resp. p -unstable if

inf x Foa—T =0 resp. inf x Foa— T >0
nf [l Fya =7l N
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where 7 is defined by . Moreover, A is called u,-polystable if there exists g €
G¢(P) with *Fy4 = 7 and it is called p,-stable if gA is in addition irreducible. Then
Theorem A implies that the map which sends Ag € A(P) to the limit A, of the
Yang-Mills flow starting at Ay yields the identifications

AT(P)//G(P) 2= A (P)/G(P) = p~" (1) /G(P).

Conversely, the p--unstable orbits converge to higher critical points of the Yang-Mills

functional. More details on this correspondence are given in Theorem

The theory has greatly evolved since the paper [4] of Atiyah and Bott. The main
goal in those developments has been the characterization of stable objects in more
general moduli problems (e.g. [31], [32], [118], [58], [102], [12]). The characterization
of unstable orbits is in general much more difficult as it refers to higher critical points
of the Yang-Mills functional. Given a connection A € A(P) and ¢ € Q°(%,ad(P))
the weight w, (A, &) is defined by

wr(A€) = tli>1£10<*Feit§A —7,&) € RU{o0}.

The first part of the following theorem is the analogue of the moment-weight inequal-
ity and the last two claims are the analogue of the Kempf existence and uniqueness
theorem in finite dimensional GIT.

Theorem B (Atiyah-Bott). Let A € A(P) and let 7 € Z(g) be defined by (2.1)).
Then

1. For all 0 # ¢ € Q9(X, ad(P)) it holds

T A7 .
_M_ inf ||% Fa — 7|
€11 9€G°(P)

2. If the right-hand-side is positive, then there exists up to scaling a unique 0 #
& € QY(%, ad(P)) such that

A
_7107( 33)) = inf ||*FA—T||2.
= 9€G°(P)

Moreover, &y is rational in the sense that it generates a closed one parameter
subgroup of G(P).

3. Let Ay be the limit of the Yang-Mills flow starting at Ag. Then there exists
1

u € G(P) such that & agrees up to scaling with u(xFa_ —T)u" .

This is essentially contained in the work of Atiyah and Bott ([4], Prop. 8.13
and Prop. 10.13). A connection A € A(P) induces a holomorphic structure on the
complexified bundle P°:= P xg G¢ and its Lie algebra bundle ad(P¢). Atiyah and
Bott explicitly determine the infimum of the Yang-Mills functional over G¢(A) in
terms of the Harder-Narasimhan filtration of ad(P¢). The analogous result has been
shown by Calabi, Chen, Donaldson and Sun [I7, B9, [I8] 19, 23] in the context of
extremal Kéahler metrics. Donaldson [39] compares the Atiyah-Bott picture in the
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vector bundle case G = U(n) with their results on the Calabi functional and mentions
that their methods should lead to a new proof of the moment-weight inequality in
the Atiyah-Bott case. We carry out this proof in Theorem We reformulate
and prove the last two claims in Theorem [2.7.1] The case G = U(n) follows along
the line of arguments of Atiyah and Bott from the Harder-Narasimhan filtration and
the Narasimhan-Seshadri theorem. The general case can be reduced to this by the
use of Theorem A. For this, choose a faithful representation G < U(n). Then any
G-connection A can be considered as U(n)-connection and Theorem A implies

Bl PM) =t VMG
It now remains to compare the weights for the gauge action with respect to the two
structure groups G and U(n) to conclude the proof. We would also like to mention
the work of Bruasse and Teleman [I5] [14]. They prove for more general gauge the-
oretical moduli problems that whenever the supremum over the normalized weights
is positive, then it is attained in a unique direction corresponding to the Harder-
Narasimhan filtration.

There is a classical algebraic geometric notion of stability for holomorphic prin-
cipal bundles (see Definition [2.3.2). In the vector bundle case G = U(n) this corre-
sponds to the notion of (slope-)stable holomorphic vector bundles, which are easier
to define: A holomorphic vector bundle E is called stable (semistable) if

C1 (F) C1 (E) C1 (F) C1 (E)
K(F) < k(E) <rk(F) rk(E))

<

holds for every proper holomorphic subbundle 0 # F' C E. Moreover, FE is called
polystable if it decomposes as the direct sum of stable vector bundles all having the
same slope and F is called unstable if it is not semistable.

Theorem C (Generalized Narasimhan-Seshadri-Ramanathan theorem). Let
A € A(P) and define T by . Then A induces a holomorphic structure Ja on the
complezified bundle P := P xXg G¢ and the following holds true:

1. (P¢,J4) is stable if and only if A is p--polystable and the kernel of the infinites-
imal action L4 : Q°(X, ad(P¢)) — QY(X, ad(P))

La(€+in) = —da& — xdan
contains only constant central sections.
2. (P, Ja) is polystable if and only if A is pr-polystable.
3. (P°,Ja) is semistable if and only if A is p,-semistable.
4. (P, Jy) is unstable if and only if A is u.-unstable.

Proposition characterizes the stability of (P€, J4) in terms of the weights
wr(A4,€) and shows that this theorem is the appropriate analog of the Hilbert-
Mumford criterion in finite dimensional GIT. The first claim is the Narasimhan-
Seshadri-Ramanathan theorem. We present an analytic proof of this classical result
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in Theorem[2.6.5 which was originally given by Bradlow [12] and Mundet [89] for more
general moduli problems. The main step in their proof is to establish the analogue
of the Kempf-Ness theorem (see Theorem in the stable case. The polystable
case is deduced from the stable case by induction on the dimension of G. The un-
stable and semistable case follow directly from Theorem B by Proposition 2.5.9] We
reformulate and prove Theorem C in Theorem

Outline

In Section 2 we review the necessary preliminaries. The first part deals with the
relevant background on gauge theory. Besides fixing notation, the main goals are to
provide an explicit description of the complexified gauge action in both the vector
bundle and principal bundle case and to describe the moment map picture of Atiyah
and Bott. We show that this picture remains valid if one considers connections and
gauge transformations in suitable Sobolev completions. The second part discusses
parabolic subgroups of complex reductive Lie groups. These play a crucial role in
the algebraic geometric definition of stability and the geometric description of the
weights.

In Section 3 we discuss the algebraic and symplectic definitions of stability. The
main result in this section is the generalized Narasimhan-Seshadri-Ramanathan the-
orem (Theorem which states that these definitions are essentially equivalent.
The proof of this theorem is based on the whole remainder of the exposition.

In Section 4 we review the analytical properties of the Yang-Mills flow which Rade
[97] established in his thesis. We prove Theorem A in Theorem and Theorem
[2:4.15 and close this section with Theorem [2.4.18 which characterizes the p,-stability
of a connection A € A(P) in terms of the limit Ao, of the Yang-Mills flow starting
at A.

In Section 5 we introduce the weights w, (A4, &) and show that they are closely
related to holomorphic parabolic reductions of the complexified bundle (P¢,.J,).
Proposition 2.5.9] shows that the weights provide an alternative describes of the alge-
braic notion of stability. We close this section with the proof of the moment weight
inequality (Theorem following the approach outlined by Donaldson [39].

In Section 6 we describe a general procedure which associates to a given con-
nection A € A(P) a G(P)-invariant functional ®4 : G°(P) — R. We call this the
Kempf-Ness functional of A. The slope of this functional at infinity agrees with the
weights discussed in Chapter 5 and hence relates to the algebraic notion of stabil-
ity by Proposition m The analogue of the Kempf-Ness theorem (see Theorem
relates the global behavior of ®4 to the symplectic p,-stability of A. This
provides a link between the algebraic and symplectic notions of stability and leads
to an analytic proof of the Narasimhan-Seshadri-Ramanathan theorem in Theorem
These arguments are given by Bradlow [12] and Mundet [89] in more general
settings.

In Section 7 we establish the analogue of the Kempf existence and uniqueness
theorem (see Theorem [2.7.1). We include a self-contained account on the Harder-
Narasimhan filtration for the convenience of the reader.
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Higher dimensional base manifolds

We restrict our discussion to the case where ¥ is a Riemann surface, although several
results remain valid in greater generality. The main reason for this is to simplify the
presentation. Let us indicate in the following to which degree the discussion could
be generalized.

Replace ¥ by a closed Kéhler manifold (X, J,w) and denote by

A QMH(X) = Q%(X)
the adjoint operator of f — fw. The Hermitian Einstein equation is given by
AFA =T

for some constant central element 7 € Q°(X,ad(P)). Denote by AY! the space of
connections on P whose curvature F4 is of type (1,1). This space can be given a
Kahler structure and u(A) = AFy yields a moment map for the gauge action. In the
vector bundle case, the Narasimhan-Seshadri theorem has been generalized to this
setting by Donaldson [31] [32] in the algebraic framework and by Uhlenbeck and Yau
[I18] in the analytic framework over arbitrary Kahler manifolds. We would like to
point out an observation by Anouche and Biswan [2]. They show that a holomorphic
principal bundle P¢ is polystable (resp. semistable), if and only if the associated
holomorphic vector bundle ad(P€) is polystable (resp. semistable). Further general-
izations involving more complicated moduli problems have been studied by Hitchin
[58], Simpson [102] and Bradlow [12]. In his thesis [89], Mundet generalizes this
correspondence to a very general moduli problem.

Our discussion of the Yang-Mills flow in Chapter 4 relies heavily on the fact that
¥ is a Riemann surface. In particular, the group of W?2?2 gauge transformations
acts no more continuously on the space of W2 connections for higher dimensional
base manifolds. To avoid this issue, one could consider the flow directly on the
space of smooth connections. Donaldson showed in [3I] that the Yang-Mills flow
starting at smooth A"! connections admits a smooth solution which exists for all
time. In the stable case, Donaldson used this flow to prove his extension of the
Narasimhan-Seshadri theorem. See [I06] for a survey on this approach. The main
issue is the complicated limiting behavior of solutions which yields profound technical
difficulties. Bando and Siu ([6], Theorem 4) showed that the limit ”breaks up”
into Hermitian-Einstein sheaves in the unstable case and conjectured that the limit
corresponds essentially to the Harder-Narasimhan filtration. This is very similar
to our discussion in Chapter 7. The Bando-Siu conjecture has been confirmed by
Daskalopoulos-Wentworth [28] in the case of Kéhler surfaces and by Sibling [100]
and Jacob [65], [66] for general Kéhler manifolds. This yields the analogue of Theorem
C for vector bundles over Kéhler manifolds.

Our calculation of the weights in Chapter 5 remains valid over arbitrary Kéahler
manifold. However, the weakly holomorphic filtration yields in this case only a fil-
tration by torsion-free subsheaves. The proof of the moment-weight inequality gen-
eralizes ad verbatim to this case. The proof which we present for the Narasimhan-
Seshadri-Ramanathan theorem remains valid in this setting as well (see [89]).

The Harder-Narasimhan filtration is well defined for holomorphic vector bundles
over Kédhler manifolds, but consists of torsion-free subsheaves instead of holomorphic
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subbundles. It corresponds again to the supremum over the normalized weights. This
is shown by Bruasse [I4] and we present part of his argument in Chapter 7. It is a
nontrivial result that the infimum of ||[AF,4|| over the (smooth) complexified gauge
orbit yields the same value and follows from the Bando-Siu conjecture. Bruasse gives
an alternative and direct argument to prove that the supremum is in fact attained.

General assumptions

Let G be a compact connected (real) Lie group, ¥ a closed Riemann surface and
P — ¥ a principal G bundle. We fix a volume form dvoly on 3 and assume for
convenience that the volume form is scaled such that

vol(X) = 1.

Note that the volume form also induces a fixed Riemannian metric on 3.

Unless stated otherwise, all Lie groups are assumed to be connected. When G is
a compact connected Lie group, then its complexification G¢, its parabolic subgroups
Q(¢) and their Levi subgroups L(() are automatically connected (see Lemma .

As a general rule, we consider connections of Sobolev class W2 and gauge trans-
formations of Sobolev class W?22. The gauge action extends smoothly over these
Sobolev spaces, since the base manifold is a Riemann surface. These regularity as-
sumptions do not affect the overall picture and we shall discuss them in more detail
in the preliminaries below.

2.2 Preliminaries

First, we review the underlying notions from gauge theory and set up our notation.
The main goal is to describe the complexification of the gauge action and the mo-
ment map picture of Atiyah and Bott. We also discuss the regularity assumptions
which are crucial for our further analytic discussion. In the second subsection, we
describe parabolic subgroups of complex reductive Lie groups. We also include a brief
discussion of the root space decomposition of semisimple Lie algebras for the sake of
completeness.

2.2.1 Gauge theory

We consider throughout this section fiber bundles over a closed connected Riemann
surface 3.

Basic gauge theory

We start with the general framework of fiber bundles and specialize our discussion

afterwards to the cases of vector bundles and principal bundles.

Fiber bundles. Let FE, FF and B be smooth manifolds. The manifold E together
with a projection map 7 : E — B is called a fiber bundle over B with fiber F', if for
every x € B there exists a neighborhood z € U C B and a diffeomorphisms

Y:nm Y (U)—=UxF
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such that pry o ¢ = w|y. Here pr; : U x F — U denotes the projection onto the
first factor. The map 1 is called a local trivialization of the fiber bundle E. Suppose
1o and g are local trivializations over U, and Ug. Then there exists a unique map
9sa : Uy NUg — Diff(F') satisfying

Vga(w,u) = (Yg 0 3" (2, u) = (z, gga(r)u)

forall v € U,NUg and u € F. A reduction of the structure group of E to a subgroup
G C Diff(F) consists of an open cover {U,} of B together with local trivializations
1o such that all transition maps gg, take values in G. The bundle E together with
a fixed choice of such trivialization is called a fiber bundle with structure group G.

The tangent bundle TE contains a canonical vertical subbundle V := kerdr. A
connection on F is a splitting of the exact sequence

0—-V>TE—-TE/V =0

and corresponds to a horizontal distribution H C TFE satisfying TE = H & V.
Identifying H with the projection of TE onto V', we can describe a connection by
a V-valued 1-form A € QY(E,V). The curvature of a connection is the 2-form
Fy € Q*(E,V) defined by

Fa(z;v,w) == Ay ([v — Az (v),w — Ay (w)]) = [p"or, wher]vert,
It measures the integrability of the horizontal distribution H4 C TE.

Affine connections and vector bundles. A vector bundle is a fiber bundle E
whose fiber F' =V is a vector space and whose structure group G C GL(V) is linear.
In this case every fiber E, := 7~ 1(2) has a canonical structure of a vector space and
we have well-defined maps

vaeC: Sy:E—E, T A\

a:E®FE— E, (z,y) = x+y.

A connection on E is a connection A € QY(E,V) of the underlying fiber bundle
which is compatible with the linear structure on the fibers: Denote by Hy C TE
the horizontal distribution corresponding to A and by Hs C T(E @ E) the induced
horizontal distribution consisting of pairs (v, w) € H @ H satisfying dn(v) = dmr(w).
Then one requires

dSx\(H)c H YAeC and  da(H)C H. (2.3)
Alternatively, one can think of a connection as a covariant derivation
da: QO3 E) -5 02, TE) 25 012, V) 2 NS, E)

where the last map comes from the canonical identification of the vertical bundle

with the vector bundle itself. The linearity condition (2.3|) says precisely that this
defines an affine connection.
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Definition 2.2.1. Let E — X be a complex vector bundle. An affine connection
on E is a linear operator D : QV(X, E) — QY(X, E) which satisfies the Leibniz rule

D(fs)=df@s+ f@Df
forall f : ¥ — C and s € Q°(3, E).

We denote by A(E) the space of affine connections on E. Let ¢, : E|y, = Uy XV
be a local trivialization and denote for a local section s : U, — E with respect to
this trivialization s, := pry 0 . Then an affine connection D has the shape

(Ds)oq = dsq + AaSa

for some A, € Q'(U,,End(V)). These A, are called connection potentials for the
affine connection D. If all connection potentials take values in the Lie algebra g C
End(V) of the structure group G C GL(V'), then the affine connection D is called a
G-connection. We denote by Ag(E) the space of all G-connections on E.

An affine connection D induces higher covariant derivations by the formula

D:Q¥%,E) - Q"2 E), Dr®s) =dr®s+(—1)*7ADs

for 7 € Q¥(X) and s € Q°(X, E). The curvature Fp € Q%(X,End(E)) is the unique
tensor satisfying
(DoD)s=Fp-s

for all s € Q°(X, E). It is the obstruction to D? = 0 and not directly related to
the curvature of the horizontal distribution defined by D. It rather corresponds to
curvature of the induced horizontal distribution in the frame bundle of E as we shall
see below.

Connections on principal bundles. Let G be a Lie group with Lie algebra g.
A principal G bundle over ¥ is a fiber bundle 7 : P — ¥ together with a fiber
preserving right action P x G — P which is free and transitive on the fibers. In
particular, the fibers are isomorphic to G and using the right action we can always
construct equivariant local trivializations of P. For p € P and £ € g the infinitesimal
action of ¢ is defined by

d
p€ = pr pexp(t§) € T, P.
t=0

The collection of these tangent vectors defines the vertical subbundle
V =kerdr ={pf|pe P,{ €g} CTP.

A connection on P is an equivariant connection of the underlying fiber bundle and
corresponds to an equivariant horizontal distribution H C T'P satisfying TP = V&H.
Identifying H with the projection Il : TP =V & H — V, we can describe such a
connection by a g-valued 1-form A € Q!(P, g) via the relation IL,(p) = pA,(p) for all
p € P and p € T, P. The connection 1-Form A satisfies the conditions

Ap(p€) = ¢ and  Ay(pg) = 9~ A, (P)g (2.4)
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forallg € G, £ €g,p€ P and p € T,P. Conversely, the kernel of any A € Q' (P, g)
satisfying (2.4) gives rise to an equivariant horizontal distribution H C TP. We
define by

A(P) := {A € Q' (P, g) | A satisfies (2.4) }
the space of connections on P.
The curvature of a connection A € A(P) is defined as

Fa:=dA+ -[ANA] € Q2(P,qg)

1
2
where [A A A] is given by the usual formula for the exterior product with multipli-
cation replaced by the Lie bracket. This curvature is linked to the curvature of the
corresponding horizontal distribution by the relation

[X, Y}vert _ [)(hor7 Yhor]vert _ pFA(p, X, Y)

forpe Pand X,Y € T,P.

Associated bundles. Let P — 3 be a principal G bundle as above. A smooth
manifold F' together with a representation p : G — Diff(F') gives rise to the associated
fiber bundle P x, F' with fiber " which is defined by

Px,F:=(PxF)/G

where G acts diagonally by g(p,z) = (pg, p(g)~'z). We denote the orbit of (p,z) €
P x F under this action by [p,z]. A connection A € A(P) induces a connection on
the fiber bundle P x, F', which is given by the image of the horizontal distribution
under TP C TP xTF = T(P x, F).

Important examples arise from the action of G on itself by inner automorphism
and from the adjoint action of G on its Lie algebra. We denote the associated bundles
for these actions by

Ad(P) :=P x¢ G and ad(P) := P Xa4 9.

Note that the bundle Ad(P) is a fiber bundle with fiber G but not a principal bundle.
The fibers of ad(P) inherit from g a well-defined Lie algebra structure.
The difference a := A; — As of two connection 1-forms A, Ay € A(P) satisfies

1

ap(p€) =0 and  ay(pg) = g ap(p)g

forallp € P, p € T,P, { € g and g € G. Hence a corresponds to a ad(P)-valued
1-form a on ¥ by the formula a(w(p);dn(p)p) = [p,a(p;p)]. This describes A(P) as
an affine space with underlying linear space Q'(X,ad(P)) and with respect to any
reference connection Ay € A(P) it holds

A(P) = {Ap +ala € Q(Z,ad(P)}.

Similarly, the curvature F4 of a connection A is an equivariant and horizontal 2-form
on P and can thus be identified with an element Fy € Q*(3,ad(P)).
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Let H be a Lie group and let p : G — H be a homomorphism of Lie groups.
Then left-multiplication p(g) := Lj(,) € Diff(H) yields a representation of G' and the
associated bundle Py := P x, H is a principal H bundle. If A € A(P), then A
induces a connection p(A) € A(Pg) by the formula

p(A)([p, hl; [, 1) := b~ R+ B p(Alp; )

where p := dp(1) : g — b denotes the induced homomorphism of Lie algebras. The
curvature of the induced connection is given by

Foay = p(Fa)

where p denotes the induced bundle map ad(P) — ad(Py).

From principal bundles to vector bundles and back. Let V be a vector space
and let p : G — GL(V) be a faithful representation. The associated bundle E := Px,
V is then a vector bundle and the trivialization maps of P yield a natural reduction
of the structure group of F to G. For a connection A € A(P), the induced connection
on FE is compatible with the linear structure and defines an affine G-connection in
Ag(E). The bundles Aut(F) and End(E) can be described as associated bundles

Aut(E) = P xq() GL(V) and End(E) = P X pq(,) End(V)

where Ad(p) : G — GL(End(V)) is defined as the composition of p and the adjoint
action of GL(V') on End(V). The induced map p : g — End (V) provides an inclusion
ad(P) — End(F) and with respect to this map holds

FdA :p(FA)

for any connection A € A(P).
Conversely, let E — ¥ be a vector bundle with structure group G C GL(n). The
frame bundle of F is defined by

Fr(E) :={(z,e)|z € X, e: V — E, such that pry0¢, oe € G}

where 1, : Ely, — U, X V is any trivialization of E with z € U,. It follows
directly from the definition that Fr(E) is a principal G bundle. An affine G-connection
D € Ag(F) induces a connection Ap € A(Fr(E)) as follows: Let v : [0,1] — X be
a curve. We call e € Q9([0,1],7*Fr(E)) a horizontal lift of ~ if for every v € V the
section
€y € Q()([Oa 1]77*E)1 ev(t) = E(t)’U € E’y(t)
satisfies D¢ (ey) := Dy (eu(t)) = 0. In a local trivialization this condition is equiva-
lent to the ODE
éa + Aa(v)eq = 0.

This shows that horizontal lifts exist when the connection potentials A, take values
in g. The tangent vector along horizontal lifts trace out an equivariant horizontal
distribution in Fr(E) and hence determine a connection 4 € A(Fr(E)).
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The frame bundle construction is inverse to the construction of associated bundles
in the sense that

Fr(Pxg V)=V and Fr(E)xgV=E
whenever G C GL(V). This also provides a one-to-one correspondence between A(P)

and Ag(E).

The Gauge group. The Gauge group of a principal G bundle P is defined as
G(P) := Q(%, Ad(P)).

This group is isomorphic to the group Aut(P) of fiber preserving equivariant auto-
morphism of P under the map

¥ QNS Ad(P) = Aut(P),  y(p) = pg(p).
It is useful think of G(P) as an infinite dimensional Lie group with Lie algebra
Lie(G(P)) = 9°(S,ad(P)

where all Lie theoretic operations are performed fiberwise. The Gauge group acts
naturally on the space of connections via pull back

9(A) =) 1A= —(dg)g~" +gAg~".
The Gauge group of a vector bundle F with structure group G is the group
G(E) :=QZ,G(B)) C Q°(%,GL(E))

which consists of all automorphisms of E taking values in G in any trivialization. We
think of G(E) again as Lie group with Lie algebra Q°(X,g(E)). The Gauge group
acts naturally on the space of affine G-connection Ag(F) via pullback

(g7")'D=goDog™".
This action is more explicitly described in terms of the connection potential by
(gA)a = _dgag;1 + gaAocg(zl

where go 1= (pry 0 ¥4 )xg : Uy — G.

Suppose that p: G — GL(V) is a faithful representation and E := P x, V is an
associated vector bundle. Then p induces an isomorphism Ad(P) = G(E) and hence
G(P) = G(E). The derivative p := dp(1) : g — End(V) yields an isomorphism of
ad(P) = g(F) and hence an identification of the Lie algebras of G(P) and G(E). From
the naturality of the gauge action it is clear that the identification A(P) = Ag(FE) is

equivariant with respect to the action of G(P) and G(E).
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The moment map picture. Fix an invariant inner product (-,-) on g. This
induces an inner product on the fibers of ad(P) and hence an invariant inner product
on Lie(G(P)) = Q°(%,ad(P)) by the formula

(& m 5=/E<€,77>dv062.

This provides a natural hermitian structure on the space A(P) as follows. Since A(P)
is an affine space, it suffices to define the hermitian structure on the underlying linear
space Q1(X,ad(P)). For a,b € Q'(X,ad(P)) we define

wa(a,b) ::/E<a/\b>, (a,b) := /E<a,/\>kb>, Jpa :=xa = —aojx.

The following observation is due to Atiyah and Bott [4].

Lemma 2.2.2. The action of the Gauge group is Hamiltonian with moment map
w(A) := xF4. More explicitly, for every & € QY(X, ad(P)) the infinitesimal action on
A € A(P) is given by

Lagi= 4 el (4) = ~dag

The function A(P) = R, A (xF4,&) 2, is differentiable and its differential is the
1-form

TAAP) SR [(Lagna) = wallag.).

Proof. Let € € Q°(%,ad(P)) be given and think of it as an equivariant map £ : P — g.
We then compute

% exp(t€)(A) = % dexp(t&) ™ exp(t€) + exp(t&) A exp(—t€)
t=0 t=0
=7l (dexp(te)™") +[€, A]
= _d€ - [A>ﬂ

The last expression agrees with —d¢ along horizontal vectors in P and vanishes along
vertical vectors. Hence it coincides with —d € for the induced affine connection d4
on ad(P) and this proves the formula for the infinitesimal action.

From the formula

1
Faro=Fa+daa+ §[a/\a]

we see that the variation of F4 in the direction a € QY(X,ad(P)) is given by daa.
This yields

(dn()lal:€) = [

P

(daa,§) = / (a N da&) = wa(La&, a).
b
Here we used integration by part in the penultimate step and the formula

d{a,§) = (daa, &) — (a Adaf)

which follows from the G-invariance of the inner product. O
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The complexified gauge action

Let G be a compact connected Lie group and let P — X be a principal G bundle. We
denote by G€¢ the complexification of G and call P¢ := P x¢g G¢ the complexification
of P. The complexified gauge group of P is defined as

Ge(P) = G(P*).

One can think of elements in G°(P) as G-equivariant maps from P to G°. The Lie
algebra bundle ad(P¢) is the complexification of the bundle ad(P) and since all Lie
theoretic operations on the gauge group are defined fiberwise, it is reasonable to think
of G°(P) as the complexification of G(P). By the Peter-Weyl theorem, G admits a
faithful representation G < U(n). Identifying G with its image in U(n), we can
describe its complexification G¢ C GL(n) explicitly as the image of G x g under the
diffeomorphism

U(n) x u(n) — GL(n), (u,n) — uwexp(in).

In terms of the associated bundle E := P xg C™ the complexification of the gauge
group is then given by
Ge(B) = Q°(,G4(E)).

The goal of this section is to explain how the G(P)-action on A(P) extends naturally
to a holomorphic action of G¢(P).

Proposition 2.2.3. There exists a natural action of G¢(P) on A(P) whose infinites-
imal action satisfies

LA(f—I-'I:’l])ZLAS—F*LAT]:—dAf—*dAn (2.5)
for all &,n € Q°(X, ad(P)) and A € A(P).
Proof. See page 39 O

Holomorphic principal bundles. An almost complex structure J on a manifold
M is an endomorphism J € End(T'M) satisfying J? = —1. It is called an integrable
or holomorphic structure if it endows M with the structure of a complex manifold. A
holomorphic structure on the principal bundle P° = P xg G€ is an almost complex
structure J € End(T P°) of the total space, which is G¢ invariant and coincides with
the canonical complex structure on the vertical subbundle, i.e. J(p¢) = p(i¢) for any
p € P¢and ¢ € g°. We denote by J(P¢) the space of all holomorphic structures on
P¢. The next lemma justifies this notation.

Lemma 2.2.4. Every J € J(P€) is integrable.

Proof. The Newlander-Nirenberg theorem states that an almost complex structure J
on a manifold M is integrable if and only if the Nijenhuis-tensor Ny : TM @ TM —
TM given by

Ny(v,w) := [v,w] + J[Jv,w] + J[v, Jw] — [Jv, Jw]
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vanishes. We apply this to M = P¢. If v,w € Ty°""(P°) are both in the vertical
bundle, we have N;(v,w) = 0 as the fiber is a complex manifold. If v € TY"*(P°)
and w € T;OT(PC) the Lie bracket [v, w] = £, (w) vanishes, since the horizontal distri-
bution is equivariant. In particular N;(v,w) = 0 as all four terms vanish separately.
Let finally v,w € T, ;“”“(PC) be horizontal vectors. We may assume that p € P and
denote by v := dr(p)v and w := dn(p)w the projections onto TE. By definition of
the curvature, we obtain the vertical component of the Nijenhuis tensor by

Ap(Nj(v,w)) = Fa(0,w) + iFa(je0,w) + iF(0, jsw) — Fa(js0, jzw)
= 4F3% (0, w) = 0.

In the last step we use that X is a complex one-dimensional manifold and thus
0%2(¥) = 0. The horizontal part of N;(v,w) gets identified under d=(p) with
Ny(v,w) and vanishes as ¥ is a complex manifold. This completes the proof of
N;=0. O

As a consequence, every holomorphic principal bundles admits holomorphic local
trivializations with holomorphic transition maps. The next lemma is due to Singer
[104).

Lemma 2.2.5. There exists a one to one correspondence between connections A €
A(P) and holomorphic structures J € J(P°).

Proof. A connection A € A(P) induces a connection on P¢ and thus determines
for every p € P a splitting T,(P¢) = T/"(P°) & Ty*"*(P¢). The vertical part
is isomorphic to g¢ and has a canonical complex structure. The differential of the
projection 7 : P¢ — ¥ restricts to an isomorphism d¢(p) : T1°"(P¢) — Ty, % and
induces a complex structure on Tphor (P°).

Conversely, let J € J(P°) be given and think of P C P¢ as a subbundle. For
p € P we define H, := T,P N J,(T,P) and claim that T,P + J,(T,P) = T,(P°).
Indeed, since T"*P = g, the sum clearly contains the vertical fiber T, (P¢) = g°
and dr(p) maps T, P already onto T (,yX. It is immediate from the construction
that H, is invariant under J, and defines a (real) two dimensional complement of
T;,’”t(Pc) in T,(P€). As p varies over P we obtain an equivariant distribution along
P and hence a connection A € A(P). O

Let A € A(P), g € G(P) and let J4 € J(P€) be the holomorphic structure
induced by A. Then g(A) induces the holomorphic structure (¢4-1)*J4, since the
construction above is clearly functorial. The action of G(P) on J(P€) has a natural
extension to the complexified gauge group via

GP)x J(P) = T(P%),  g(J):=(dg1)"J

where 1),-1 € Aut(P°) is the automorphism corresponding to g~ '. Using the identi-
fication of J(P¢) with A(P) this yields the desired action of G¢(P) on A(P) and the
quotient A(P)/G°(P) parametrizes the isomorphism classes of holomorphic structures
on P°.
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Holomorphic vector bundles. We consider the special case G = U(n) and denote
by E := P Xy, C" the associated vector bundle. A holomorphic structure on E is
an almost complex structure J € End(TFE) of the total space which restricts to the
linear complex structure on the fibers. Similarly as in the case of principal bundles,
one shows that every such structure is indeed integrable and that every holomorphic
vector bundle admits holomorphic trivializations. It is then easy to see that every
holomorphic vector bundle E carries a natural operator

op : (T, E) = Q"(Z,E)

which in any holomorphic trivialization agrees with the usual 9 operator on C". This
operator is a particular Cauchy-Riemann operator on F.

Definition 2.2.6. Let E — X be a complex vector bundle. A Cauchy Riemann
operator on E is a linear operator

D" Q%% E) - Q%Y(%, E)
which satisfies the Leibniz rule

D'(fs)=0f®@s+ f@D"s
forall f: ¥ — C and s € Q°(3, E).

The converse is also true: Every Cauchy-Riemann operator determines a holo-
morphic structure on the complex bundle E, whose local holomorphic sections are
solutions of the Cauchy-Riemann equation D" s = 0. This is another instance of the
Newlander-Nirenberg theorem. In the case of Riemann surfaces a simpler proof of
this result is given by Atiyah and Bott ([4], Section 5).

Note that the associated vector bundle F carries a canonical hermitian metric,
which in any trivialization coincides with the standard hermitian metric on C™. We
claim that there is a one to one correspondence between unitary connections on FE
and Cauchy-Riemann operators. For a unitary connection D we obtain a Cauchy-
Riemann operator by the formula

1 1
D"s:= (Ds)"" = 5 (Ds +1(Ds) 0 jn) = 5 (Ds — i (Ds)).
To show that this correspondence is bijective, it suffices to examine this correspon-
dence locally. In a unitary trivialization ¢ : E|y — U x C" the connection D can be
described in terms of a 1-form A € Q(U,u(n)) such that

Ds :=ds + As, D"s:=09ds+ A%'s

holds for any section s € Q°(U,C") with A% := (A + iAo jg). In particular,
we recover A as twice the skew-hermitian part of A%! and therefore it is uniquely
determined by A%!. Conversely, any Cauchy Riemann operator D" is given in this

local trivialization by -
D"s:=0s+ Bs

for some B € Q%1(U,gl(n)). Since B satisfies B(jxv) = —iB(v) for any tangent
vector v € TY|y, the skew-hermitian and hermitian part of B interchange if we
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compose B with js. This shows that B has the form B = %(A +1iA o jx) for some
A € QY(U,u(n)) and this proves the claim.

On the level of Cauchy-Riemann operators the complexified Gauge group G¢(E) =
Q%(2, GL(E)) acts naturally via

9(0a) :=godaog™ =0a—0alg)g™"

The next lemma summarizes the discussion above and provides an explicit formulas
for this action on A(E).
Lemma 2.2.7. Let E — X be a complex vector bundle.

1. For every holomorphic structure Og and hermitian metric H exists a unique
connection

D :=D(0g,H)=: D'+ D" € AY°(E) o A% (E)
such that D is unitary with respect to H and D" = 0.
2. Let g € QY(X, GL(E)) and denote h := g*g (with respect to H). Then
D(g(9g), H) =g (D +h™'D'(h)) g~"
F(9(0p),H) = g (F + D"(h™'D'(h))) g~
Proof. For the first part, note that there is a one to one correspondence between
hermitian metrics H and reductions of the structure group of E to U(n): Using
the Gram-Schmidt process we can always find local trivializations which identify H

with the standard hermitian product on C™ and the transition map between such
trivializations are clearly unitary. The second part follows from the formula

D(9(9p),H) = g(D) =goD"og ' +(g7") oD og"
and F =DoD. O
Remark 2.2.8. Consider the general case and assume that G C U(n) is a compact
connected subgroup. The structure group of E is then contained in G and the explicit
formula in the lemma above shows that the subspace Ag(FE) of G-connections is
preserved by the action of G¢(E) = Q°(3, G¢(E)). Since holomorphic structures on

FE and its frame determine one another, it is clear that this action corresponds to the
action described on holomorphic principal bundles above.

We may now deduce the formula for the infinitesimal action (2.5)).
Proof of Proposition[2.2.3 As in Lemma [2:2.2 one calculates

d _ _
a eXp(tC)(aA) = *6AC
t=0
for ¢ € Q°(2,g°(E)). Write ¢ = ¢ + in with &, € Q°(Z, g(F)) and use the formula
04 (in) = %*04n to deduce
LaC = ~0aC+ (94)" = —(9a€ — (948)*) — #(Dan — (9an)*)
= —dpf — xdan = Lo&+ xLam.
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Regularity assumptions

Let G be a compact connected Lie group and let P — X be a principal G bundle. We
shall always consider connections of Sobolev class W2 and gauge transformations
of Sobolev class W22, More precisely, the space of W12 connections on P is defined
with respect to some smooth reference connection Ay as

A(P) :={A¢g+alac WH(2, T*E @ ad(P))}
and the W22 completion of the gauge group and its complexification are
G(P) :=W>»3(2,Ad(P)),  G°(P):=W?>(X,Ad(P?)).

We use the same notation as for the smooth groups, since all the results from the
previous section carry over. In particular, the action of the gauge group and its
complexification extend smoothly over these Sobolev completions, since W22 — C?°
is in the good range of the Sobolev embedding. A connection still determines a
holomorphic structure up to isomorphism due to the following regularity result.

Lemma 2.2.9. For every W12 connection A € A(P) exists a compler W22 gauge
transformation g € G¢(P) such that g(A) is smooth.

Proof. This is Lemma 14.8 in [4]. By Proposition [2.2.3] the infinitesimal action of
the complex gauge group is given by

Ly : W?*3(%,ad(P°)) — WH (2, T*Y ® ad(P))
La(§+in) = —da& — *dan

For any smooth reference connection Ay, this is a compact perturbation of L 4, which
is a Fredholm operator. Hence L4 is also Fredholm and in particular its cokernel is
finite dimensional.

It follows from the implicit function theorem in Banach spaces that we can choose
a finite dimensional slice N orthogonal to the G°-orbit through A. Say dim(N) = r
and fix 4+ 1 connections By, ..., B, € N which span an r-simplex containing A in its
interior. A small perturbation of the vertices yields smooth connections By, ..., B,
and the simplex spanned by these connections will still intersect the orbit G¢(A).
This intersection point yields a smooth connection in the G¢ orbit of A. O

2.2.2 Parabolic subgroups

Let G be a compact connected Lie group with Lie algebra g and denote its complex-
ification by G°. Fix an invariant inner product on g. This induces a (real valued)
inner product on g¢ = g @ ig where we define both factors to be orthogonal. We
define parabolic subgroups of G¢ first by using toral generators of g¢. Then we recall
briefly the root space decomposition of reductive Lie algebras and give an alternative
intrinsic definition of parabolic subgroups. The first definition occures naturally in
the geometric description of the weights in Chapter 5. The intrinsic version turns
out to be useful in the proof of Proposition [2.5.9] which relates the algebraic notion
of stability with the weights.
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Toral generators
An element ¢ € g¢ is called a toral generator if
Te = {exp(t() |t e R} C G°

is a compact torus. We denote by T° the set of toral generators. Certainly g C T°.
Since any maximal compact subgroup of G¢ is conjugated to G, for every ¢ € T°
exists g € G° such that g7 'T¢g~! C G. The relation g7, g~* = Tycq—1 then yields
gCg~! € g and hence

T¢=Ad(G)(g) = {9€9™ ' |g € G, £ € g}
Definition 2.2.10. A parabolic subgroup of G¢ is a subgroup of the form
Q(¢) :={g € G| the limit tlgrolo e ge™ ¢ exists in G}
for some ¢ € T¢. The Levi subgroup of Q({) is defined by
L(¢) = {g € G°|e*ge™™ = g}.

Remark 2.2.11. We consider G¢ = Q(0) as parabolic subgroup of itself.

Lemma 2.2.12. Consider the setting described above and let ¢ € T¢.

1. Q(C) is a closed connected Lie subgroup of G¢ with Lie algebra

q(¢) :=={p € g°| the limit tlim e pe=C egists in g°}.
—o0

2. L(C) is a closed connected Lie subgroup of G¢ with Lie algebra
((¢) :={p € gl e"pe ™ = p}

3. L(C) is a mazimal reductive subgroup of Q(C).

4. Q(¢) = G if and only if  is contained in the center of g°.

Proof. Since Q(g¢g™") = gQ(¢)g~" and L(gCg~") = gL({)g~", we may assume ¢ =
¢ € g. By the Peter-Weyl theorem, there exists a faithful representation G —
U(n) and we may identify G with a closed subgroup of U(n). Then i¢ yields a
hermitian endomorphism of C™ which is diagonalizable with real eigenvalues Ay <
-++ < Ap. Denote the eigenspace corresponding to A; by V;. They yield an orthogonal
decomposition

In this decomposition we can write g € G¢ C GL(n,C) as
gi1 g1z - Gir
921 g22 - Gor
9= . . . .

gr1 Gr2 - 9rr
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with ¢;; € Hom(V;,V;). Then

g11 eQa=ra)tg o gumAtg
(A geite e Mgy, 922 c Qe ANt gy
e(AT_)\l)tgrl e(AT_Az)tg'rQ . Grr

Thus g € Q(§) if and only if g is upper triangular (i.e. g;; = 0 for ¢ > j) and g € L(§)
if and only if g is block diagonal (i.e. g;; = 0 for ¢ # j). This shows that L(§) and
Q(&) are closed subgroups of G¢ and the formulas for [(§) and q(§) are immediate.

As the spaces V; are pairwise orthogonal, the intersection G N Q(§) consists of
block diagonal matrices and hence agrees with the centralizer of the torus T¢ in G.
Since the centralizers of tori in compact groups are connected (see [70] Corollary
4.51) we conclude that G N Q(&) is connected. Since L(§) is the complexification of
G N Q(&) it is connected and reductive. Moreover Q(§)/L(§) can be identified with
the unipotent matrices in Q(£) and hence L(§) is a maximal reductive subgroup of
Q(&). We observe that

Q&) — L(&), g tlim elte ge1te

defines a continuous retraction of Q(&) onto L(§) and hence Q(&) is connected.
Finally, since G€ is reductive, we have G¢ = Q(¢) if and only if G¢ = L(§). The
later is clearly equivalent to £ € Z(g). O

The root-space decomposition

We recall the necessary background on Lie theory briefly and refer to [70] for the
proofs. Note that the discussion remains valid for any G-invariant inner product on
g, which does not need to be the negative Killing form.

Reductive Lie groups. Using the invariant inner product on g, it is easy to show
that the adjoint action of g on itself is completely reducible. This yields an orthogonal
decomposition

9=3% (g0l
where 3 denotes the center of g and the commutator [g, g] is a direct sum of simple
ideals and hence a semisimple Lie algebra. The same decomposition is valid for the

complexification. To see this extend the inner product on g to a non-degenerated
C-bilinear form B : g x g¢ — C by

B(& +in; &2 + in2) = (§1,82) — (n1,m2) +1((&1,m2) + (11,62)).

This bilinear form is nondegenerate and G°-invariant. Moreover, the B-orthogonal
complement of a complex subspace W C g¢ is a G°invariant complement and the
same argument as above yields the decomposition

g°=3"0g% 9%
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Root space decomposition. Fix a maximal torus T" C G with Lie algebra t and
decompose it orthogonally as t = 3 ® ty. A nonzero imaginary valued real linear map

a=ia:ty — iR, a € Hom(to, R)
is called a root of G with respect to T if there exists e, € [g¢, g¢] satisfying
[t,ea] = a(t)eq for all ¢ € .

The element e, is uniquely determined by « up to scaling. We denote by g, := C-e,
the one dimensional root space corresponding to o and denote by R the set of all
roots (relative to T'). The root space decomposition of g¢ is the vector space
decomposition

=5 0t5 0 P ga-
aER

For a proof see [70] Chapters II.1-4 and IV.5.
Lemma 2.2.13. Denote go := t§.

1. For o, € RU{0} the Lie bracket satisfies the relation

[00,86] C Ga+s
where the right-hand side is defined to be zero when o+ 8 ¢ RU {0}.
2. For o, B € RU{0} with a # —f the subspaces g, and gg are B-orthogonal.

3. If « € R, then —a € R. Moreover, if e, € go then €, € g_o and
(G @ 9_0a)Ng=Rleq + o) ®R(Gey — iea)

Proof. The first and the last statement follow directly from the definitions. For the
second statement consider first the case § = 0 and o« € R. Then follows for all
s,t €t

B(a(t)eq, s) = B([t,eaq],s) = —Blea, [t,s]) =0

where we used in the second step that B is G°-invariant. This shows that tf is B-
orthogonal to g,. Now consider «a, f € R with a4+ # 0. A similar calculation shows
for all s,t €

B(a(t)ea, B(s)es) = B([t; eal; B(s)ep) = =B(1, [ea, B(s)ep]) = 0

where the last equality follows from the observation [eq, 5(s)eg] € ga+3- O

The Weyl group. Using the inner product on g, we identify the roots o =ia € R
with vectors t, € ty by the relation

a(t) = (ta,t) for all t € to.

This yields a subset ®r = {to|a € R} C t; which satisfies the properties of an
abstract root system:
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1. @ is a spanning set for tg.

2. For every t,, € ®g, the orthogonal reflection along ker «

2(t, o)
[Ital]?

So : tg = to, Sa(t) =t —

carries Pp to itself.

2ts ta)
3 Brla
Ntall?

is an integer for all t,,t3 € ®pg.

This is discussed in [70] Chapters I1.5. The subgroup W generated by all the root
reflection s, inside the orthogonal group O(ty) is called the Weyl group. Since ®p
is a spanning set of ty, any orthogonal transformation which fixes ®z must be the
identity and hence the Weyl group is always finite. After removing all hyperplanes
ker(a) the Weyl group acts transitively and freely on to\ U {ker(a)|a € R}. The
closure of a connected component of this space is called a Weyl chamber Qy C tg.
In particular, Qy is the closure of a fundamental domain for the action of W. The
Weyl group can alternatively be described as

W = N (T)/Za(T).

Here the normalizer Ng(T') acts on the maximal torus 7" by conjugation. This action
is trivial on the connected component of the center Zy(G) C T and its derivative
induces an action on ty. Since the inner product on g is G-invariant, this identifies
Na(T)/Za(T) with a subgroup of the orthogonal group O(ty) and it is easy to check
that this group permutes the roots t,. The equivalence of both descriptions of the
Weyl-group is shown in [T0] Chapters IV.6. Since any two maximal tori in G are
conjugated, this shows that the conjugation classes in G are parametrized by T/W
and in particular any element £ € g is conjugated to an element in the Weyl chamber
Qw C tg.

Simple roots. Consider a notion of positivity on the set R satisfying the properties
1. For every root o € R exactly one of a and —« is positive.

2. If o and (8 are positive, then « + [ is positive.

An easy way to define such a notion goes as follows. Choose a real linear functional
¢ : tg — R such that ker g N ®r = () and define a root o € R to be positive whenever
&(to) > 0. We write @ > 0 for a positive root o and denote by R™ the collection of
positive roots. This induces a partial ordering on the roots according to the rule

a>f ifand only if o — (> 0.

A root a@ € RT is called simple if it cannot be decomposed as o = 8 + v with
B,7 € R*. In other words, a simple root is a minimal positive root. We denote by
R = {ai,...,a,} the set of simple roots. It is easy to deduce from the definitions
that any root a can be written as

o = ijaj (26)
j=1
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with coefficients x1,...,x, € Z having all the same sign (or vanish). In particular
() RE is a spanning set of tg. A less obvious fact is that ® RE is hnear 1ndependent
(See [70] I1.5 Prop 2.49). Hence every root has a unique expression and a root
is positive if and only if all the coefficients are nonnegative. This observation shows
that the collection of simple roots and the partial ordering determine one another.

Any collection of simple roots Ry = {a1,...,q,} determines a canonical Weyl
chamber by the formula

Qw ={tety|a;(t)>0forall j=1,...,r}

where we denote o; = ia; as above. Conversely, given a Weyl chamber €y we can
recover the collection of positive roots by the rule

a > 0 if and only if (¢,t,) > 0 for all ¢ € Qup.

Hence the choice of a Weyl chamber and a partial ordering determine one another as
well. Since any two Weyl chambers are conjugated by an element in G, this shows
that all the choices in this section are canonical up to conjugation.

We denote the simple roots in ® RE for convenience by t; := t,,. Since they define

a basis of tg, we can define a dual basis {{1,...,%,} by

. 2t
(o) =t 27

for i,j = 1,...,r. They are clearly contained in the Weyl chamber determined by
the simple roots and yield the characterization

T
t:ijijWQ & z; >0forj=1,...,7r
j=1

The dual elements
Aj it — iR, \j(t) = i(E;,t)

are called the fundamental weights associated to the simple roots.

An intrinsic definition of parabolic subgroups

We provide an intrinsic definition of parabolic subgroups following the presentation
[99] by Serre. Let £ € [g,g] be given and choose a maximal torus T C G such that
¢ € tg. Moreover, let R} := {a1,...,a,} be a choice of simple roots such that ¢ is
contained in the corresponding Weyl chamber. Denote

R(€):={ac R|(,t,) >0} and  R(€):={a€R|{ts) =0}  (2.8)

Define the Lie subalgebras

1) =300 P ga (2.9)

a€R(§)



46 CHAPTER 2. GIT AND YANG-MILLS-EQUATIONS OVER SURFACES

and

(©)=30te P oo (2.10)

aeR(€)

The next lemma shows that this notation is consistent with our definition in the
section on toral generators.

Lemma 2.2.14. Consider the setting from above and define q(§) and ((§) by @
and respectively. Then

q(&) = {p € g°| the limit tlim e pe™ exists in g}
—00
and
(&) = {p € g° " pe~™ = p}.

Proof. Decompose p € g with respect to the root space decomposition as

pP=po+t Y pa

aER

with pg € t and p, € go. By definition of the roots we have

[i, pa] = —a(§)p(§) - pa = —(ta; &) Pa

and hence

M pe 1 = py 4 3 ettty
aER

This converges for ¢ — oo if and only if p, = 0 for all a ¢ R({). Similarly, we have
p = €€ pe~i¢ if and only if p, = 0 for all a ¢ R(€). O

We could now define the parabolic subgroup Q(¢) and its Levi subgroup L(&)
as those connected subgroups of G° whose Lie algebras are given by q(§) and [(£)
respectively. These are closed subgroups, since both agree with their normalizer in
Ge.

Lemma 2.2.15. Let t1,...,t, be defined by and let
521‘1{1+"'+Z‘r5¢ EQW

with x; > 0. Then Q; = Q(fj) are maximal proper parabolic subgroups of G¢ and
Q&) € Q(E)) if and only if x; > 0. Moreover,

Q)= () Q.

{jlz;>0}

Proof. The proof is a simple matter of comparing R(fj) and R(§). O
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2.3 Algebraic and symplectic stability

Let G be a compact connected Lie group and let P — 3 be a principal G bundle over
3. Denote by G¢ the complexification of G and by P¢ := P xg G° the complexified
principal bundle.

The algebraic geometric construction of the moduli space of holomorphic struc-
tures on P°, in the sense of Mumford’s geometric invariant theory [88], depends on
the notion of stable and semistable objects. For vector bundles this notion is due to
Mumford [87] and it was later extended by Ramanathan [95] to principal bundles.
We discuss these two definitions in the first subsection and denote the corresponding
moduli space of holomorphic structures on P¢ by

T (P)[/G(P?)

As mentioned in the introduction, this space is obtained by identifying two orbits in
J*(P)/G(P¢) when they cannot be separated.

The G(P)-action on A(P) is Hamiltonian with moment map p(A) = *F4 by
Lemma/2.2.2] For every central element 7 € Z(g) one obtains the symplectic quotient

A(P)//G(P) == u~' (1) /G(P).

Note that the moment map is not uniquely determined by the gauge action and
another moment map is given by u,(A) := *F4 — 7. In other words, different choices
of 7 correspond to different choices for the moment map. The symplectic version of
GIT (see [51]) defines stable and semistable objects in A(P) in terms of the moment
map. We show in the second subsection that there exists a natural choice for 7 € Z(g)
determined by the topological type of P and define the corresponding symplectic
notion of stability. It will follow from Theorem and Theorem [2.4.15] in the
next section that this definitions leads to identifications

pr ' (0)/G(P) = A**(P)//G(P).

The right hand side is again obtained by identifying orbits in A**(P)/G¢(P) if they
cannot be separated.

Recall from Lemma that J(P€) can naturally be identified with A(P). We
2.3.10

prove in Theorem that the different notions of stability on A(P) and J(P€) are
essentially equivalent under this identification. In particular, this yields isomorphism

T (P9)//G(P) = A*(P)//G*(P) = pi7(0)/G(P)

for a suitable choice of 7 € Z(g). The proof of this theorem will be based on the
whole remainder of the chapter, namely on Proposition the moment-weight in-
equality (Theorem , the Harder-Narasimhan-Ramanathan theorem (Theorem
and the dominant weight theorem (Theorem [2.7.1)).

2.3.1 Algebraic stability

We discuss the algebraic notion of stability on the space J(P¢) of holomorphic struc-
tures on the principal G¢ bundle P¢. This definition depends only on the complexified
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bundle P¢ itself and not on the reduction P C P¢. Consider as a warmup the case
G°¢ = GL(n). This allows us to identify P with a complex vector bundle. The slope
or normalized Chern class of a vector bundle £ — ¥ is defined as

) = iy

The following Definition is due to Mumford [87].
Definition 2.3.1. Let E — X be a holomorphic vector bundle.

1. FE is called stable if for every proper holomorphic subbundle 0 # F C E we
have p(F) < u(E).

2. E is called polystable if F is the direct sum of stable vector bundles all having
the same slope.

3. E is called semistable if for every proper holomorphic subbundle 0 # F C FE
we have u(F) < u(E).

4. E is called unstable if E is not semistable.

The analogue of this definition for general Lie groups was formulated by Ra-
manathan [95]. Lemma below shows that Definition corresponds to the
special case G¢ = GL(n) in Definition [2.3.2]

Definition 2.3.2. Let G¢ be a connected reductive Lie group and P° — X be a
holomorphic principal G¢ bundle.

1. P° is called stable if for every holomorphic reduction Pg C P¢ to a mazimal
proper parabolic subgroup @ C G° the subbundle ad(Pg) C ad(P°) satisfies
c1(ad(Pg)) < 0.

2. P¢ is called polystable if there exists a parabolic subgroup @@ C G¢ and a
holomorphic reduction Py, C P€ to a Levi subgroup of Q satisfying the following

(a) Pp, is a stable principal L bundle.

(b) For every character x : L — C*, which is trivial on the center of G¢, the
associated line bundle x(Pr) := Pr, x, C satisfies c1(x(Pr)) = 0.

3. P¢ is called semistable if for every holomorphic reduction Pg C P¢ to a
mazimal proper parabolic subgroup Q@ C G° the subbundle ad(Pg) C ad(P°)
satisfies ¢1(ad(Q)) < 0.

4. P¢ is called unstable if ad(P€) is not semistable.

Remark 2.3.3. Let Ly,---, L, and G¢ be complex connected reductive Lie groups
such that the product Ly x --- x L, C G° embeds as a subgroup. Let P; be stable
principal L; bundles for j = 1,...,r. Then it is easy to see that Pr, := Pr, x--- X Pr,_
is a stable principal L bundle. However, the extension P¢:= P, x G° is in general
not a semistable G°-bundle. The second condition in the definition of polystability in
needed to guarantee the semistability of P¢. To see this let Py, C P be the reduction
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to a maximal parabolic subgroup and consider the determinant of the adjoint action
of Q' C G¢ on its Lie algebra. This character is clearly trivial on the center of G¢
and either restricts to L or to a maximal parabolic subgroup Q” = Q'NL C L. In
the first case, it follows from the definition of polystability that ¢;(ad(Pg/)) = 0. In
the other case observe that Py determines a maximal parabolic reduction Py C Pr,
and c¢;(ad(Pg)) = c1(ad(Pgr)) < 0, since Pr, is stable.

Lemma 2.3.4. A holomorphic vector bundle E is stable, polystable, semistable or un-
stable if and only its GL(n)-frame bundle P¢ := Fr(E) is stable, polystable, semistable
or unstable respectively.

Proof. We discuss the stable (resp. semistable) case first. A maximal parabolic
subgroup of GL(n) is the stabilizer a subspace 0 # V' C C" and the holomorphic
reduction Py of the GL(n)-frame bundle to a maximal parabolic subgroup is thus
the stabilizer of a holomorphic subbundle F' C E. Consider the orthogonal splitting
E = F®G with respect to some fixed hermitian metric on E. Then ad(Pg) C End(E)
is given by the space of upper block diagonal matrices. We choose unitary connections
Ay on E and Ay of G and denote by A the induced connection of ' = F' & G. This
induces also a connection on ad(Pg) and the curvature of this connection is given by
the endomorphism
€ Faf — EFy

for £ € ad(Pg). Since Fy = diag(Fa,,Fa,) is block-diagonal, a short calculation
shows that the trace of this map is given by rk(G)tr(Fa, ) —rk(F)tr(F4,) and Chern-
Weyl theory yields

c1(ad(Pg)) = tk(G)cr (F) — tk(F)er (G)

_ alf) a(E/F)
=1k(E/F)rk(F) (rk(F) - rk(E/F)) .

This expression is nonpositive if and only if ¢1 (F) /tk(F) < ¢1(E)/rk(E) and negative
whenever strict inequality holds. This proves the equivalence of both definitions in
the stable and semistable case.

The unstable case is equivalent to the semistable case and it remains to discuss
the polystable case. A general parabolic subgroup of GL(V) is the stabilizer of a
filtration V4 C --- C V. = V and a Levi subgroup in given as the stabilizer of a
splitting V.= W; @ --- ® W, with V; = W, @ --- & W;. Hence, a holomorphic
reduction Py, C P¢ to the Levi factor of a parabolic subgroup corresponds to the
L = GL(n1) x -+ - x GL(n,) frame bundle of a holomorphic splitting

E=FE & ---®E,.

We claim that Py, is a stable principal L bundle if and only if all factors E; are stable
holomorphic vector bundles. Indeed, a maximal parabolic subgroup of L has the
shape

Q = GL(nl) b---D GL(TLjfl) D Qj ©® GL(nj+1) D GL(nr)

where Q; C GL(n;) is a maximal parabolic subgroup. Then

ad(Pg) = End(E)) @ --- ® ad(Py,) @ - - - ® End(E,)
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and hence ci(ad(Pg)) = c1(ad(Pg;)). The claim follows now from our discussion of
the stable case.

It remains to verify that the slopes of all subbundles satisfy u(E;) = p(E) if
and only if for every character x : L — C* which is trivial on the center of GL(n)
the associated line bundle x(Pr) has degree zero. Every character x : L — C*
factors as x = x1---Xx»r with x; : GL(n;) = C* and induces on the Lie algebra the
representation

X=X+

with x; := dx;(1) : gl(n;) = C. Since every traceless matrix in gl(n;) is a commu-
tator, there exist A; € C such that

Xi(pj) = Ajtr(p;)

for all p; € gl(n;). We choose unitary connections A; € A(E;) and denote by
A=A, & --& A, the induced unitary connection on E. Then follows from Chern-
Weil theory

i i .
ca(x(Pr)) = ﬂ/EFX(A) dvoly, = Py /z: X(F4) dvols,
= )\101(E1) —+ -4 )\Tcl(E,,).
Note that x vanishes on the center of GL(n) if and only if ni A + -+ + n, A, = 0 is
satisfied. If in addition u(E;) = p(E) holds for all j, then

er(X(Pr)) = Y njAju(E;) = 0.
j=1

For the converse consider the character x : GL(ny) x --- x GL(n,) — C*
X(B1,...,B;) :=det(B;)" det(B)~".
This vanishes on the center of GL(n) and satisfies x(§) = ntr(§;) — n;tr(¢). Hence
c1(x(Pr)) = nei(Ej) — njei(E)
and this vanishes precisely when p(E;) = pu(F) is satisfied. O

The next lemma shows that we can always reduce to the case where G¢ has
discrete center.

Lemma 2.3.5. Let G° be a complex connected reductive Lie group and P¢ — X be a
principal G¢ bundle. Denote by Zy(G°) the connected component of the center of G¢
containing the identity. Let H¢ := G°/Zy(G°) and denote by

Ppe := P°/Z(G°)

the associated H¢ bundle. This carries a natural induced holomorphic structure and
Pe¢ is stable, polystable, semistable or unstable if and only if Pye is stable, polystable,
semistable or unstable respectively.
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Proof. The Lie algebra of G¢ splits as g° = Z(g°)®[g°, g| and [g°, g¢| can be identified
with the semisimple Lie algebra of H¢. This splitting is preserved by the adjoint
action of G¢ and produces a splitting ad(P¢) = V @ ad(Pyc) where V =X x Z(g°)
is a trivial bundle. Parabolic subgroups @) C G*¢ correspond bijectively to parabolic
subgroups Q := Q/Zy(G¢) C H and parabolic reductions Py C P¢ correspond
bijectively to parabolic reductions Py = Pq/Zo(G®) C Ppge. Since ad(Pg) =V &
ad(Pg), we have c1(ad(Pg)) = ci1(ad(Py)) and this shows that P¢ is stable (resp.
semistable) if and only if Pye is stable (resp. semistable).

If L is a Levi subgroup of the parabolic subgroup Q C G¢, then L := L/Z, is a
Levi-subgroup of Q = Q /Zy C H¢. Moreover, reductions P;, C P¢ to L correspond
bijectively to reductions P; = Pr/Zy(G¢) C Pye. We have already shown that Py,
is stable if and only if P; is stable. The characters x : @ — C* which are trivial on
the center Z(G*) of G¢ correspond bijectively to the characters ¥ : Q@ — C* which
are trivial on Z(G°)/Zy(G*) and

X(Pq) = x(Fg)-

Thus P°€ is polystable if and only if Pge is polystable. O

2.3.2 Symplectic stability

Let G be a compact connected Lie group and P — ¥ a principal G bundle. Let
X : G — St be a character and denote by x = dx(1) : g — iR the induced character
on the Lie algebra. Since g = Z(g) 4 [g, g], we may identify —27ix with an element
in Z(g)* = Hom(Z(g),R). Denote by x(P) := P x, C the line bundle associated to
P via x. Then

a(x(P)) = %/EX(FA) (2.11)

for any connection A € A(P). The assignment x — —2mici(x(P)) extends to a
unique element in Z(g)**, since the lattice of all infinitesimal characters spans Z(g)*
as a vector space. This corresponds under the canonical isomorphism Z(g)** = Z(g)
to an element 7 € Z(g) which satisfies

a(r) = /Za(FA) for all & € Z(g)* and A € A(P). (2.12)

Here we identify Z(g)* C g* with the subspace of linear functionals vanishing on
[g,9]. We call 7 the central type of P.

Remark 2.3.6. Recall our standing assumptlon vol (X) = 1 and suppose that A €
A(P) satisfies *xF4 = X for some A € Z(g). Then (2.12)) yields

o(r) = [ alFa) = [ a(dvots = a(y

for all o« € Z(g)* and hence A = 7.
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Let 7 € Z(g) be defined by (2.12)). It follows from Lemma that
pr 2 A(P) — L3(2,ad(P)),  pr(A) :=Fy —7 (2.13)

is a moment map for the G(A)-action on A(P). The following definition is the precise
analogue of Definition 7.1 in [51] with respect to this moment map.

Definition 2.3.7. Let G be a compact connected Lie group, let P — X be a principal

G bundle with central type T € Z(g) defined by , and define pr by . For
A € A(P) denote by G¢(A) the Wh2-closure of the complex gauge orbit GE(A).

1. A is called p,-stable if and only if G¢(A) N u1(0) N A*(P) # 0 where A*(P)
denotes the irreducible connections on P.

2. A is called p,-polystable if and only if GE(A) N u=1(0) # 0.
3. A is called ji.-semistable if and only if G¢(A) N u7t(0) # 0.

4. A is called p,-unstable if and only if G¢(A) N p-1(0) = 0.
Remark 2.3.8. We call A € A(P) an irreducible connection if the map
da: W?A(Z,ad(P)) — WH2(Z, T*E @ ad(P))

is injective. In particular, u,-stable connections can only exist when the center of
G is discrete and 7 = 0. Since the infinitesimal action of the gauge group is given
by L& := —da&, a connection A is irreducible if and only if the isotropy group of
the orbit G(A) is discrete. Suppose that A is an irreducible connection satisfying
to(A) = xF4 = 0. The infinitesimal action of the complexified gauge group

La(§+1in) = —da& — xdan

is readily seen to be injective in this case: Assume L4 (£ + in) = 0 and apply d4 to
the equation. Then follows d*%d4n = 0 and hence d4n = 0. Since A is irreducible, we
conclude n = 0 and then £ = 0. This argument shows that the p,-stable orbits are
precisely the p,-polystable orbits with discrete G¢(P) isotropy.

The next lemma relates the different notions of stability on P and on the quotient
bundle Py := P/Zy(G) with fiber H := G/Zy(G). Note that Py has central type 0
since its center is discrete.

Lemma 2.3.9. Let G be a compact connected Lie group, let P — % be a principal
G bundle of central type T € g defined by and let Py := P/Zy(G) be the
associated H = G/Zy(G) bundle. Let A € A(P) and denote by Ay € A(Pg) the
induced connection.

1. Ay is pg-stable if and only if A is u,-polystable and the kernel of the infinites-
imal action

Ly : W32, ad(P°)) — WH(S,T*E @ ad(P))

La(€+1in) = —da& — *xdan

consists of constant central sections.
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2. Apg is po-polystable if and only if A is p.-polystable.
3. Ap is po-semistable if and only if A is u,-semistable.
4. Ag is pg-unstable if and only if A is p,-unstable.

Proof. We begin with the polystable case. Every constant central curvature connec-
tions on P clearly induces a flat connection on Py. Conversely, assume that A; is a
flat connection on Pg. As a general property of compact Lie groups, there exists an
exact sequence

1—-F— Z)(G) x[G,G] =G —1 (2.14)
where F' = Zy(G) N [G, G] is a finite group. From this follows the exact sequence
1= F—G—=(G/Zy(G)) x (Zy(G)/F) — 1. (2.15)
Consider the associated (G/Zy(G)) x (Zy(G)/F') bundle
P =P xq ((G/Zo(@)) x (Z0(G)/F)) = Pu x5 P, (2.16)

where P, is a principal Zy(G)/F-bundle over X. Since Zy(G)/F is connected and
abelian, it is a torus and P, is isomorphic to the direct sum of S! bundles. It follows
from Hodge theory that every line bundle admits a connection with constant central
curvature and these yield a connection As on P, with constant central curvature.
Together with A; we obtain an induces a connection on P which lifts to a connection
on P with constant central curvature. It follows from Remark R-3.6]that the curvature
of this connection is given by 7.

For the proof of the stable case observe that ad(P) = V @ ad(Py) where V =
Y x Z(g) denotes the trivial Z(g) bundle. The infinitesimal action

La:W%2(2,ad(P)) — W'(2, T*E ® ad(P))

agrees with L4, on ad(Py). Since da restricts to a flat connection on V, it follows
that ker(La) = Z(g) @ ker(L 4,,) and this shows the claim.

It remains to discuss the semistable case. Assume first that A is p.-semistable.
Then exist connections A% € G¢(A) such that A¥ — A% for k — oo and u,(AT) = 0.
The induced connections A% € A(Py) are clearly contained in G¢(Ap) and converge
to the induced connection A};. Since u,(A¥) = 0, it follows that uo(A};) = 0 and
hence Ap is pg-semistable.

For the converse, we consider the exact sequences and from above.
Then yields a finite covering

P—P="Pyxsb

with covering group F' = Zo(G) N[G, G]. We have seen above that P, is a polystable
Zy(G)/F-bundle. Note that the natural identification A(P) = A(Py) x A(P,) yields
an inclusion

G°(Pu) x G°(P,) C G°(P). (2.17)
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Moreover, since Ad(P¢) — Ad(P¢) is a finite covering with covering group F C
Zo(G*), it is easy to see that every gauge transformation in G¢(P) lifts to an element
in G¢(P) and this lift commutes with the natural identification A(P) = A(P).

Now assume that A € A(P) induces a pug-semistable connection Ay € A(Ppg).
Since P, is polystable, it follows from that there exists go € G¢(P) such that
go(A) induces Ay € A(Py) and a connection As € A(P,) with constant central
curvature. Since Ap is po-semistable, using again, there exists gauge trans-
formations g € G°(P) such that gr(go(A)) induce the same connection As on P,
and induce a sequence of connections A¥, on Py which converges to a flat connection
AE. Clearly, gr(goA) converges to the connection A% which is induced by A, and
A}, Hence A% has constant central curvature and it follows from Remark that
xF 4+ = 7. This completes the proof of the semistable case.

O

2.3.3 Equivalence of algebraic and symplectic stability

The following theorem shows that the algebraic notion of stability from Definition
[2:322] and the symplectic notion of u,-stability from Definition [2.3.2] are essentially
equivalent.

Theorem 2.3.10 (Generalized Narasimhan-Seshadri-Ramanathan Theorem).
Let G be a compact connected Lie group and P — % a principal G bundle with central
type T € Z(g) defined by , Let A € A(P) and consider the complexified bundle
P¢:= P xg G° with the induced holomorphic structure J4.

1. (P¢,Ja) is stable if and only if A is p,-polystable and the kernel of
La:W?2(2, ad(P%)) — Wh(2, T*Y ® ad(P))
La(§+1in) = —da& — xdan
contains only constant central sections.
2. (P¢,Ja) is polystable if and only if A is p,-polystable.
3. (P€,Ja) is semistable if and only if A is p,-semistable.
4. (P¢,J4) is unstable if and only if A is u-unstable.

The stable case was first proven by Narasimhan and Seshadri [91] for G = U(n)
and later extended by Ramanathan [95] to arbitrary compact Lie groups. They
establish these results using algebraic geometric methods.The first analytic proof
was given by Donaldson [30] for the case G = U(n). We present a different approach
given by Bradlow [I2] and Mundet [89] in Theorem [2.6.5 The equivalence of both
definitions for semistability is essentially contained in the work of Atiyah and Bott

[4].

Proof of Theorem [2.5.100 We assume the following results for the proof:
e the characterization of algebraic stability in Proposition
e the moment-weight inequality (Theorem
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e the Narasimhan-Seshadri-Ramanathan theorem (Theorem [2.6.5)
e the dominant weight theorem (Theorem [2.7.1])

We establish these results independently in the remainder of this chapter.

The stable case is equivalent to Theorem [2.6.50 By Lemma [2.3.5] and Lemma
we may assume in the following that Z(G) is discrete and 7 = 0. We then
deduce the polystable case from the stable case by an inductive argument: Assume
first that P¢ is polystable. Then there exists a reductive subgroup L C G°¢ and a
holomorphic reduction Pr, C P¢ which is stable. We may assume that L = K¢ is
the complexification of a compact subgroup K C G. Since G¢/L = G/K, we have
an induced reduction Px C P and P agrees with the complexification of Px. It
follows from the construction in Lemma that A restricts to a connection on Pg.
Assuming the stable case (i.e. Theorem we conclude that there exists a gauge
transformation g € G°(Px) C G°(P) such that *Fy4 = 7 € Z(¢). It remains to
show that 7x € Z(g) = 0 vanishes. If 7x # 0 then exists a character x : L — C*
with x(7x) # 0. Since Z(G) is finite, we may replacing x by a suitable power and
assume that it is trivial on Z(G¢). Using the definition of polystability then yields
the contradiction

0=i(x(Pu) = 5 [ X(Fa)dvots = 5 -i(ric) 20
21 Js 2

For the converse, assume that A € A(P) is a flat connection. Let H C G be
the holonomy subgroup and Py C P be a reduction to the holonomy. Let K :=
Ca(Z(H)) be the centralizer of the center of the holonomy and denote the induced
connection on Px = Py x g K again by A. It is well-known that the isotropy subgroup
of A consists of constant gauge transformations and is naturally isomorphic to the
centralizer of its holonomy, i.e.

Ga:={9€9(Px)|g(A) = A} = Ck (H).

Comparing the Lie algebras of both sides, one checks that Cx (H) = Zy(K) is satisfied
and A € A(Pg) has only trivial isotropy. It follows now from the stable case (i.e.
Theorem that Py is a stable principal L = K bundle. Note that L is a Levi-
subgroup of a parabolic subgroup of G¢, since K is the centralizer of a torus in G.
Since F)y = 0, we have for any character x : L — C*

er(X(PL) = o / X(Fa) dvols; = 0

and hence P¢ is polystable.

Assume that P¢ is unstable. By Proposition there exists £ € Q°(3, ad(P))
with wg (A4, &) < 0. The moment-weight inequality (Theorem yields po(gA) >
—wo(A,€)/[|€]] > 0 for all g € G°(P) and hence A is ug-unstable. Assume conversely
that A is pp-unstable. The dominant-weight theorem (Theorem shows that
there exists ¢ € Q°(%,ad(P)) such that wg(A, &) < 0 and hence P¢ is unstable by
Proposition 2.5.9] This completes the proof of the unstable case and the semistable
case is equivalent to this case. O
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2.4 The Yang-Mills flow and symplectic stability

Let G be a compact connected Lie group and let P — 3 be a principal G bundle
of central type 7 € Z(g) defined by (2.12)). In the differential geometric approach
towards GIT the moment map squared functional plays a crucial role. This is defined
by

1
Fo i AP) =R, F.(A) ::5/ | % Fa — 7||? dvots. (2.18)
b

Note that (2.12)) implies [y,(Fa,7) = ||7||* for every connection A € A(P) and hence

1 1
Fr(A) = 5/E || % Fa — 7||*dvols, = 3 (/2 || Fa||2dvols, — |T|2) ) (2.19)

Thus F, agrees up to a constant shift with the Yang-Mills functional
1
IM: A(P) =R, IM(A) := 5 / || Fa]|? dvols,. (2.20)
b

Rade showed in his thesis [07] that the negative gradient flow of the Yang-Mills
functional is well-defined and converges if the base manifold has dimension 2 or 3.
We summarize his results in the first subsection. Recall that we always consider the
W12_topology on A(P) when nothing else is specified.

A crucial observation is the following: Any solution of the Yang-Mills flow remains
in a single complexified orbit and there exists a canonical lift of a solution A(¢) of the
Yang-Mills flow under the projection G¢ — G°(A) to a curve in G¢(P). Since the Yang-
Mills flow is G(P)-invariant, the geometric importance lies within the projection of
such curves in G¢(P)/G(P). The fibers of this quotient coincide with the homogeneous
space G¢/G which is a complete, connected, simply connected Riemannian manifold
of nonpositive sectional curvature (see [51] Appendix A and B). This underlying
geometry is crucial for the following application.

As a first application, we establish the moment limit theorem (Theorem
and the analogue of the Ness uniqueness theorem in Theorem following the
line of arguments in [51]. The first result says that the limit Ay, := lim; o0 A(t) of
the Yang-Mills flow starting at Ag € A(P) minimizes the Yang-Mills functional over
the complexified orbit G¢(Ag). The second result asserts that any connection in the
Wh2_closure of G(Ap) which minimizes the Yang-Mills functional over this orbit must
be contained in G(A). In particular, every p,-semistable orbit contains a unique
pur-polystable orbit in its closure. This yields the identification

A®(P)//G(P) = AP /G(P) = 1i7'(0)/G(P)

where two semistable orbits on the left hand side are identified if and only if they
contain the same polystable orbit in their closure.

In the last section we extend this observation and characterize in Theorem 2.4.18
the p--stability of A € A(P) in terms of the limit of the Yang-Mills flow starting at
A. We observe in particular that A%°(P) and A°(P) are both open subsets of A(P)
in the W1 2-topology.
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2.4.1 Analytical foundations
The Yang Mills flow on low dimensional manifolds

Recall for A € A(P) and a € WH2(X, T*Y @ ad(P)) the formula
1
Fpairog=Fa+daa+ i[a/\a}.

From this follows directly that the L2-gradient of the Yang-Mills functional (2.20) is
given by

VIM: A(P) = W 1%(Z,ad(P)),  VYM(A) :=d%Fa.

The critical points of the Yang-Mills functional (2.20) are called Yang-Mills connec-
tions and satisfy the equation
dyFa=0.

It follows from the strong Uhlenbeck compactness result (see e.g. [122] Theorem
E) and elliptic regularity that every Yang-Mills connection is gauge equivalent to
a smooth Yang-Mills connection and the set A := {YM(A)|d%Fa = 0} of critical
values is discrete. The negative gradient flow of the Yang-Mills functional is given by
the degenerated parabolic equation

Definition 2.4.1 (Weak solutions). Let Ay € A(P) be a connection of Sobolev class
W2, We call A € C°([0,00), A(P)) a weak solution of the initial value problem

8tA(t) + dZ(t)FA(t) =0, A(O) = Ap (2.22)

if A(0) = Ao and there exists a sequence Ay, : [0,00) — A(P) of smooth solutions of
which converges in Cy, ([0,00), A(P)) to A, where A(P) is endowed with the
W=-topology.

The next two theorems state that the initial value problem (2.22)) has a unique
(weak) solution for every initial data Ay € A(P) existing for all time and that this
solution converges to a Yang-Mills connection.

Theorem 2.4.2 (Long time existence). Let G be a compact connected Lie group,
P — % a principal G bundle and Ag € A(P).

1o ([0,00), A(P)) for the initial
value problem . The curvature has the additional regularity properties
FA(t) S C?OC([O, OO),LQ) and FA(t) S L%OC([O, OO)7 W1’2).

1. There exists a unique weak solution A(t) € C{

2. The solution A(t) and its curvature Fyq) depend smoothly on the initial data
Ap in these topologies.

3. If Ag is smooth, then the solution A(t) is smooth and satisfies (2.21)).
Proof. This is Theorem 1 in [97]. O
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Theorem 2.4.3 (Convergence). Assume the setting of Theorem and let
A(t) € C) ([0,00), A(P)) be a weak solution of . Then exists a Yang-Mills

Loc

connection A € A(P) and constants ¢, 8 > 0 such that
IA(t) = Asolwr2 < ct™"
holds for all times t > 0.
Proof. This is Theorem 2 in [97]. O

The key ingredient in the proof of the convergence result is the appropriate ana-
logue of the Lojasiewicz gradient inequality. This approach was introduced by Simon
[101] for a general class of evolution equations.

Proposition 2.4.4 (Lojasiewicz gradient inequality). Let Ao, € A(P) be a
Yang-Mills connection. There exist constants € > 0, v € [%, 1) and ¢ > 0 such that
for every A € A(P) with ||A — Aso||lwi2 < € the estimate

| Fallw-12 = c| YM(A) = YM(A)]
is satisfied.

Proof. This is Proposition 7.2 and (9.1) in [97]. O

In finite dimensions the Lojasiewicz inequality always guarantees convergence by
some standard arguments. We recall these arguments in the following and discuss
additional technical difficulties arising in the infinite dimensional setting. Suppose
that A(t) satisfies ([2.22). It follows from the weak Uhlenbeck compactness (see [97],
Proposition 7.1) that there exists a G(P)-orbit G(A ) of Yang-Mills connections such
that

inf YM(A(1) = YM(As)

and for every 0 > 0 exists T' > 0 and g € G(P) such that
HA(T) - g(Aoo)le,z < 0.

Since the Yang-Mills functional and the Lojasiewicz inequality are invariant under
the action of G(P), the constant € = €(g(As)) > 0 from the Lojasiewicz inequality
does not depend on g. Now choose § < € and define

T :=inf{t > T|||A(t) — 9(Ax)|lwr.2 > €}

For any s1,s9 € (T,T) with 51 < sy we obtain

[ A(s1) — A(sa)| |22 < / \[d Fallz, dt

S1

S2 * 2
< ldaPally,
s AYM(A) = YM(As)[Y

< L (M(AGs) ~ YM(A(2))'

To conclude the convergence result, one needs to show T' = co and extend the estimate
above to the W2-norm. Both can be achieved by using the following lemma.
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Lemma 2.4.5. Let Ao, € A(P) be a Yang-Mills connection and € = €(Ax) > 0 as in
Proposition|2.4.4. There exists a constant ¢ > 0 with the following significance: For
every solution A(t) of the Yang-Mills flow and real numbers 0 < s1 < 59 — 1
such that ||A(t) — Aso||lwrz < € for all t € [s1, s2] we have

S2 S2
/ ngwmgg/HQQMMt
s1+1 s1

Proof. This is Lemma 7.3 in [97]. O

Now the calculation above yields
[ A(s1 +1) = A(s2)llwre < C(YM(A(s1)) = PM(A)'TT (2:23)

for any T < s; < s1 +1 < T. Since the solutions of the Yang-Mills flow depend
continuously on the initial condition in the CJ ([0, 00), W?) topology, there exists
a constant ¢; > 0 such that

AT + ) — g(Ass)l[wr2 < 1||A(T) — g(Aso) |2

holds for all ¢ € [0,1]. This follows as we may view g(As) as constant flow line and
the constant c; depends only on the orbit G(A). For sufficiently small J, we have
Sc; < e and hence T > 1. Then (2.23) yields

AT +1) = A(®)|lwr2 < C(PM(A(T)) = YM(Ax))' " < €57

forany T+ 1 <t < T.iFor sufficiently small § > 0 the right hand side is smaller
than e and this yields T' = oco. The calculation above then shows then that the
integral [ ||0;A(t)||w1.2 dt < oo is finite and A(f) converges uniformly to a Yang-

Mills connection A. )
Replacing Ao in the argument above by the limiting connection A, yields

JA() = Aucllwrz < C (PM(A(E) — YM(Ax)) 7

Let T' > 0 be such that for every ¢ > T' the Lojasiewicz inequality in Lemma [2.4.5
for A(t) with respect to the Yang-Mills connection A,. Then

0 (YM(A(t)) = YM(Ax)) = —|[VYM(A®))| |2
< (PM(AW) - YM(Ax))”
and hence (YM(A(t)) — yM(/L,o))l’” <C(t- T)ﬁ This shows
JA®t) — Ase|lwrz < Ot — T)T25

for all ¢t > T and completes the proof of the convergence result. This argument also
proves the following result:

Corollary 2.4.6. Let B € A(P) be a Yang-Mills connection and let € > 0. Then
there exists § > 0 such that for every solution A(t) of the Yang-Mills flow with
[|A(0) — B||lw1.2 < § we have either

sup ||A(0) — A(t)|lwr2 < €
>0

for allt > 0 or there exists T > 0 with YM(A(T)) < YM(B).
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The Kempf-Ness flow

By Proposition [2.2.3] the infinitesimal action of the complexified Gauge action is given
by

. d .
La€+in) = - exp(t +itn)A = —dag — +dan
t=0

for &,m € W22(2,ad(P)) and A € A(P). With this formula we can express the
gradient of the Yang-Mills functional as

VYM(A) = d\Fa = — % da x Fa = La(i* Fy).

This implies that any solution of the Yang-Mills flow ([2.20]) remains in a single com-
plexified orbit.

Proposition 2.4.7. Let Ay € A(P) and let A(t) be the (weak) solution of the Yang-
Mills flow starting at Ag. Let g : [0,00) — G°(P) be the solution of the ODE

gt) 7 9(t) = i(+Fawy),  9(0) = 1. (2.24)
Then holds g € C}, ([0,00),G°(P)) and
A(t) = g(t) " Ao
for allt € [0,00). Moreover, g depends continuously on Ag.
Proof. Recall from Lemma the formula
B(t) == g; "(Ao) = Ao+ g; "daygi — g; ' (hy ' Daghi)ge

with h; := (g, ')*g; *. By Theorem [2.4.2 holds F € L2 ([0,00), W"2) and hence
g € W2([0,00), Wh?) and B € Wéoc([ ,00), L'). The same calculation as in the
smooth case shows

B(t) = Lp(9; '6t) = —dpyFaq)-
Approximation of Ay with smooth connections shows A € Wg(;f([o, o), L') and

Define C(t) := A(t) — B(t) and U(t) := *Faq) € L}
above shows that C solves the linear ODE

([0,00), L'). The calculation

Loc

C(t) = *[C(t),¥ ()], C(0)=0.

and hence C' = 0. The Sobolev embedding W12([0,t0], L') — C°(]0, 0], L) then
yields A(t) = B(t) = g; * Ay for all t.
Since A maps continuously in W12, it follows from the expression

A(t) = g; "Ag = Ao + g; "daggr — g; ' (hy " Oaghe) g

that A(t)%" = A" 4 g, da,g: and g;° 8A0 g maps contmuously mto W2, Let A be
a smooth reference metric and write Ay = A+ag. Then 97105 i9: ! maps continuously
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into LP for any p < oo and by elliptic regularity, g maps continuously in WP, Since
WP — CY we can rerun the argument where g; 19 19+ now maps continuously in
W2 and conclude g € C}, ([0,00), W*?). Since A and F4 depend continuously on
Ayp, the solution g depends continuously on Aj in Wélo’f([O,oo),Wl’z) and then by
elliptic regularity also in C9 ([0, 00), W?:2). O

Remark 2.4.8. Let Ag € A(P) and let A(t) be as in Proposition 2.4.7 For gy €
G°(P) consider the more general equation

gt) 7 g(t) =i Fapy,  9(0) = go. (2.25)

Then §(t) = gy 'g(t) solves equation (2.24) with respect to Ay = gy '(Ag). Hence
(2.25) has a unique solution in CP, ([0,00),G¢(P)), which depends continuously on
go and Ay.

We shall consider the following variant of this equation.

Definition 2.4.9 (Kempf-Ness flow). Let Ay € A(P) and go € G°(P). We say
that g(t) € Cp,.([0,00),G%(P)) is a weak solution of the equation

g (1)g(t) = ix Fymr(g)a,, 9(0) = go (2.26)

if there exist a sequence of smooth initial data (A, gk) € A(P) x G¢(P) converging
to (Ao, go) and smooth solutions gi(t) of the equation

gk_l(t)g'k( ) =ix F - “1() Ay 91(0) = g5

such that gi(t) converges to g(t) in Cp,.([0,00), W?2).

Remark 2.4.10. We call a solution g € CJ, _([0,00),G°(P)) of - a solution of
the Kempf-Ness flow starting at go (with respect to Ao) We show in Section 6 that
there exists a G(P)-invariant functional

Ao - QC(P) — R
whose negative gradient flow lines correspond to solution of (2.26).

Lemma 2.4.11. For every initial data (Ao, go) € A(P) x G°(P) there exists a unique
(weak) solution of which depends continuously on the initial data.

Proof. We use the notation introduced in Deﬁmtlon Then Ay (t) := g (t) "t Ag
satisfies

O A(t) = L) (97 (gr(t)) = =La, ) (i* Fa ) = — iy Pt

and thus Ag(t) yields a smooth solution of the Yang-Mills flow. Conversely, the so-
lution Ay(t) is uniquely determined by the initial condition (g§)~!4; and we may
recover g (t) from this solution via Proposition and Remark Since solu-
tions of the Yang-Mills flow and solutions of (2.25)) depend continuously on the initial
data, it follows that the weak solution g(t) of (2.26] is uniquely determined by the
wealk solution A(t) of the Yang-Mills flow starting at gy ' Ao. O
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The next proposition shows that solutions of the Kempf-Ness flow (2.26]) remain
at bounded distance in the homogeneous space G°/G.

Proposition 2.4.12. Let Ay € A(P) and let g,§ € C},.([0,00),G(P)) be (weak)
solutions of starting at go,do € G(P). Define n(t) € W?2(X, ad(P)) and
u(t) € G(P) by the equation

g(t) exp(in(t))u(t) = g(t).
Then the following holds:

1. p(t) :=|n(®)||L2 is non-increasing in t. More precisely, if n(t) # 0 then

1 1
—— d )72 d
5 [ Nda, (o) as

with As,t = e_isn(t)ggle.

2. The differential inequality
@ +A)[nl]* <0

is satisfied. In particular, ||n(t)||L~ is non-increasing by the mazimum principle
for the heat equation

3. n is uniformly bounded in W22,
4. u is uniformly bounded in W22,

Proof. We prove 1.) and 2.): By approximation, we can assume that Ay, g and §
are all smooth. Let m : G° — G°/G denote the projection and define ~(s,t) :=
7(g(t)e*" ™). Pointwise (-, t) is the unique geodesic of length |1(t)| connecting 7(g)
and 7(g). The following calculation is pointwise valid:

1 1
orllnll? = o, / (0, D7) ds = 2 / (V10,7 0,7) ds
0 0

1 1
= 2/ (VsOy,0s7y)ds =2 | 0s(0ry, 0sy) ds
0

(<at'7(1 t) s’y(lvt» - <at7(07t)7as'7(07t)>)
(971 ®a(t) — g~ ()g(t), in(1))
= 2(xF5(1)-14, — *Fy(t)-14,, (1))

Il
SN

With A, :=e —isn(t) g=1 A this yields

1 1
3t\|n||2—2/ (n(t),*da, . % da, 0t )>:—A||?7H2—2/0 lda, ()12 ds.

This proves the second claim and the first one is obtained by integrating this inequal-
ity over 3.
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We prove 3.) and 4.): Recall that A(t) := §;'(Ag) and A(t) := g; '(Ay) are
solutions of the Yang-Mills flow. Since they converge in W12 they are both uniformly
bounded in W12, With a(t) := e u; we have A = a~1(A) and hence

A0 = A% 4 g 1940
This shows that d4a is uniformly bounded in W2 and hence a is uniformly bounded
in W22, From the formula aa* = e?" we conclude that 7 is uniformly bounded in
W22 and then u is also uniformly bounded in W?2:2.
O
2.4.2 Uniqueness of Yang-Mills connections

We follow the arguments from ([5I], Chapter 6) to prove the analog of the Ness
uniqueness theorem and the moment limit theorem. These are originally due to
Calabi-Chen [I7] and Chen-Sun [23] in the context of extremal Kéhler metrics.

Proposition 2.4.13. Let Ay, A1 € A(P) be Yang-Mills connections with G¢(Ap) =
G°(A1). Then holds G(Ay) = G(A1).

Proof. Choose § € G°(P) such that
Ay =g 1 Ao.

holds. Since Ay and A; are Yang-Mills connections, they generate constant flow lines
Ao(t) = Ag and A;(t) = Ay, Let go,g1 € C§,.([0,00),G°) be the solutions of the
equation

90 G0 =+*Fa,, g0(0)=1 and gy 'g1=+Fa,, g:1(0)=7
from Proposition [2.4.7 and the following Remark. They satisfy
Ag=go ()Ag and A; = g7 () Ao

and go and g; are solutions of the Kempf-Ness flow (2.26]) with respect to Ag. Define
n(t) € W22(X%,ad(P)) and u(t) € G by the equation

90(t) exp(in(t))u(t) = g1(t)

as in Proposition [2.4.12] Then there exist 1., € W22(3,ad(P)), us € G(P) and a
sequence t; — oo such that

2 2
im pt) =0,  nt) Do, ult) ™ une.

1—00
By taking a further subsequence if necessary, we may assume that
lm ||da, , n(t:)]|z2 =0
11— 00
holds for almost every s € [0, 1], where we defined

Agp =10 (grl (1) Ag) = e 1) A,
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Moreover, by Rellich’s theorem, 7(t;) and u(t;) converge for every p < oo strongly in
WP to 1o and us.. By continuity of the Gauge action G1'? x AP — AP for p > 2,
we conclude

L? —i8700 L
A, > Ao =€ Ay, and dAs‘tln(t,») = da, . Noo-

This implies that for almost every s € [0,1], we must have da, 7o = 0. For s = 0
we conclude d, . 7Moo = d4,Me = 0 and hence e Ay = Ay. It follows now

A1 = gl(ti)_lAO = u(ti)_le_i"(ti)Ao L—p> Ugole_inovo =Uu le.

This shows A; = uz !4y and thus Ag and A; lie in the same G-orbit. O
Theorem 2.4.14 (Moment Limit Theorem). Let Ag € A(P) and A : [0,00) —
A(P) be the solution of the Yang-Mills flow starting at Ag. The limit Ay =
lim;_, o0 A(t) satisfies
IYM(Ax) = inf YM(gAo).
gEGe(P)

Moreover, the G(P)-orbit of As depends only on the complexified orbit G°(Ayp).
Proof. Let go € G°(P) be given and define g,§ € C7, ([0, 00),G) by

g7l g=+*Fa, g(0)=1 and g 'g=xFa, g(0)=go
as in Proposition and the following Remark. Let A(t) and A(t) be the solutions
of the Yang-Mills flow starting at Ag and Ag := gy ' Ay. Then
Ao(t) = g H(Ao),  A(t) = g; H(Ao)
and g¢,g are solutions of the Kempf-Ness flow (2.26)) with respect to Ag. Define
n(t) € W22(X,ad(P)) and u(t) € G(P) by the equation
go(t) exp(in(t))u(t) = g1(t)

as in Proposition [2.4.12] It follows that there exist 7, € W22(3,ad(P)) and us €
G(P) and a sequence t; — oo such that

2,2 W2,2

w
n(ti) — Moo, u(t;) = Uso-

By Rellich’s theorem we obtain strong convergence in W'? and using the Sobolev
embedding W2 < LP for every p < oo we obtain:

~ 1,2 o . D
Ase L5 Afty) = u(ts) e A(t) 25wl An.

Hence Ay, = u'n ' As. Thus Ay and A, are Yang-Mills connections lying in
a common complexified orbit and Proposition [2.4.13| shows that in fact G(Aw) =
G(As). This shows YM(As) = YM(AL) < YM(gy ' Ap) and completes the proof.

O

The following theorem is the analog of the Ness uniqueness theorem in finite
dimensional GIT.
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Theorem 2.4.15 (Uniqueness of Yang-Mills connections). Let Ay € A(P) and
Al A" € Ge(Ag) be in the Wh2-closure of a single complezified orbit satisfying

YM(A) = YM(A") = inf YM(gAo).

Then follows G(A") = G(A”).

Corollary 2.4.16. Let P — X be a principal G bundle of constant central type
T € Z(g) defined by (2.12). Suppose A € A(P) is p,-semistable. Then the W12-
closure G¢(A) contains a unique i, -polystable orbit.

Proof. Tt follows from (2.19) that solutions of the equation *F4 = 7 correspond to
global minima of the Yang-Mills functional on A(P). O

Proof of Theorem[2.].15, Let A(t) be the solution of the Yang-Mills flow starting at
Ap and let Ay :=lim;_, o A(t). Then Theorem [2.4.14] implies

IM(Ax) = inf YM(gAg) =: m.
geG®

Since Ao, € G°¢(Ap), it suffices to show that any connection B € G¢(Agp) with
YM(B) = m is contained in G(A ). For this let A; € G°(Ap) be a sequence which
converges to B. Denote by A;(t) the corresponding solutions of the Yang-Mills flow
and set B; := lim; ,o A4;(t). Note that B is necessarily a Yang-Mills connection,
since
YM(B(1)) = lim YM(Ai(t)) = m = YM(B(0))

where B(t) denotes the solution of the Yang-Mills flow starting at B. Thus, we may
apply Corollary with respect to B and conclude that ||A; — B;||w1.2 converges
to zero and hence

1—> 00

By Theorem [2.4.14) holds G(B;) = G(Ax) and hence there exists u; € G(P) such that
u;l(Aoo) = B;. Since the connections B; are uniformly bounded in W2, the gauge
transformations u; are uniformly bounded in W?2:2. Thus there exists uo, € G(P) such
that after passing to a subsequence u; converges weakly in W22 to u., and strongly
in WbP for any p < co. Using the continuity of the Gauge action G1'P x AP — AP
we conclude

Bi = u7 Y (As) 2 ut Ao

7

and in particular B = ul A, € G(A)

2.4.3 Yang-Mills characterization of ., -stability

We characterize the p.-stability of a connection A € A(P) in terms of the the limit
Ao of the Yang-Mills flow starting at A. This is Theorem [2.4.18 below. The proof
relies on the following proposition.
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Proposition 2.4.17. Let P — ¥ be a principal G bundle of central type 7 € Z(g)
defined by . The subsets of pr-semistable connections

A*(P):={A € A(P)| A is p,-semistable}
and p.-stable connections

A*(P):={A € A(P)| A is p,-stable}

are open subsets of A(P) with respect to the W'2-topology.
Proof. 1t follows from that

1
inf > 2 —.m.
A YM(A) > 2HTII m

Moreover

A% (P) = {A € A(P)

inf YM(gA) = m} (2.27)

g€Ge(P)

and YM(A) = m is equivalent to *Fy4 = 7.
Step 1: A°*(P) is open.

Let Ag € A®%(P) be given. Let A(t) be the solution of the Yang-Mills flow starting
at Ag and Ay := limy o, A(t). It follows from Theorem [2.4.14] and (2-27)) that A
is a Yang-Mills connection satisfying YM (A ) = m. By the Lojasiewicz inequality
(Proposition there exists € > 0, ¢ > 0 and v € [3,1) such that for all B € A(P)
with ||B — A||w12 < € the inequality

4 Fgll2 > clYM(B) = m]” (2.28)

is satisfied. By Corollary there exists 0 > 0 such that for every B € A(P) with
[|B— Asol|lwi2 < 6 we have ||Bs — Aco||w1.2 < €. In particular, (2.28]) applies to
By and yields YM(Bs) = m. This shows

U:={B e AP)|||B - Al < 6} C A= (P).

Now choose T' > 0 such that A(T) € U and choose g € G¢(P) with A(T) = g~ Ay.
By continuity of the gauge action there exists an open neighborhood V' of Ag with
g~ 'V C U and hence V C A**(P).

Step 2: Denote by A*(P) C A(P) the space of irreducible connections. This is
an open subset and

Z:={Aec A" |YM(A) =m}/G
is a finite dimensional smooth submanifold of A*/G.
We may assume that Z(G) is discrete, 7 = 0 and m = 0, since otherwise A*(P) =

0. Let Ay € A*(P) be a smooth irreducible connection. The Laplacian d% da, is
then injective and by elliptic regularity there exists cg > 0 such that

1, da€llze = col [€]lw=:2
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for all £ € W22(X,ad(P)). For a € WH2(X, T*Y ® ad(P)) expand
d,radAg+ab = diy,da& + iy [a, &] — *[a, xd a,&] — *[a, *[a, ]].

Since dimg(X) = 2, we have the Sobolev estimate ||fg||r2 < ¢||f|lw1.2]|g]|wr.2 and
Fgllwrz < [[fllwr2llgllwz2. This yields

|dg+adao+akllLz = col [€llw22 — cllallw2|[¢]lw=:2

and Ag + a is irreducible if ||a||w1.2 is sufficiently small. Hence A*(P) is open.

Now fix an irreducible connection Ay with *F4, = 0. We may assume without
loss of generality that Ag is smooth and work in a Coulomb gauge relative to Ag. This
allows us to identify a neighborhood of [Ag] in A*(P)/G(P) with a € Wh2(X, T*Y ®
ad(P)) satisfying ||a|[w1.2 < € and d% a = 0 under the map a ~ [Ag + a]. Consider

¢:{a e WS, T*S @ ad(P)) |dy,a =0, [la][wr2 < e} — L*(X,ad(P))

¢(a) == *Fa,+a

and define Z4, := ¢~ 1(0). We claim that 0 is a regular value for ¢ (after possibly
shrinking €). Once this is established, the claim follows from the implicit function
theorem. The derivative of ¢ at a point a is given by

dg(a) : {a € W (S, T*S ® ad(P)) | dy,a = 0} — L*(3,ad(P))
dg(a)d = *da,a + *[a A @).

Since d¢(a) is the restriction of a compact perturbation of the Fredholm operator
*(da, © d7y,), its kernel is finite dimensional. We denote by

K:={ae W, T*S ®ad(P))|da,a = 0,d}y,a = 0}

the space of Ag-harmonic 1-forms with values in ad(P) and define V by the L2-
orthogonal decomposition

W28, T*S ®ad(P)) =V @ K.
Then the restriction of the Fredholm-operator d 4, @dj‘% to V defines an isomorphism
day ®dy, V= L*(Z,ad(P)) @ L* (X, A*T*S @ ad(P))

It is injective by definition of V and to prove surjectivity let f € L?(X,ad(P)) and
w € LA, A2T*Y®ad(P)) be given. Then by Hodge theory we can solve the equation

AAO& = dtlow + dA0f~

From this follows

@4, (dagd — w) = da, (f — diy,a).
Since *F4, = 0, both sides of the equation are orthogonal and hence must vanish.
Since Ay is irreducible, it follows da,a = w and dy a = f. In particular, for any
s € L2(X,ad(P)) exists a solution a € V of the equations

da,a+ [aNa] = *s, dy,a=0 (2.29)
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for a = 0. Since the equation is linear in a, another application of the inverse func-
tion theorem shows that after possibly shrinking e the equation (2.29)) has a solution
a(a) € V for all a with [|a||w1.2 <e.

Step 3: A° is open.

We may assume that Z(G) is discrete, 7 = 0 and m = 0, since otherwise A*(P) =
(). Let A € A%(P) be given. By definition there exists g € G¢(P) such that Ag = g7t A
is smooth and satisfies Y M (Ag) = 0. Let Z4, be as in Step 2 and consider the map

Vi Za, x W22, ad(P)) x W*%(Z,ad(P)) — A

D(A,€,n) = e A

We have seen that Z 4, is a smooth manifold with tangent space
TayZa, = {a € WH3(S,ad(P)) |dly,a =0, da,a = 0}.
The differential of ¢ at the point (A, 0,0) is given by

d(Ag,0,0)[a, &, 1) == a — day€ — *da,i.

Since F4, = 0, it follows as in Step 2 from Hodge theory that di(Ap,0,0) is an
isomorphism. The implicit function theorem yields thus an open neighborhood U of
AO with

Ag € U C Im(yp) C A°.

Finally, by continuity of the gauge action, there exists an open neighborhood V of A
with g1V C U and hence A%(P) is open.
O

Theorem 2.4.18. Let P — X be a principal G bundle of central type 7 € Z(g)
defined by and denote m := 3||7||>. Let Ay € A(P) and denote by A, the
limit of the the Yang-Mills flow A(t) starting at Ag.

1. Ay is pr-stable if and only if A is irreducible.

2. Ag is pr-polystable if and only if YM(Ax) = m and Ay, € G(Ap).
3. Ag is pr-semistable if and only if YM(Ax) = m.

4. Ao 1s pr-unstable if and only if YM(Ax) > m.

Proof. Tt follows from that m is a lower bound for the Yang-Mills functional
on A(P) and A € A(P) satisfies YM(A) = m if and only if *xF4 = 7. Thus the
characterization for p--unstable and p-semistable orbits follows from Theorem

Suppose next that Ay is p,-polystable. Then exists go € G°(P) such that Ay =
9o "(Ag) satisfies YM(Ag) = m. The Yang-Mills flow line A(t) starting at Ay is
constant and it follows from Theoremand Theoremthat As € G(Ap) C
G°(Ap). The converse is immediate and this proves the criterion for u,-polystable
orbits.
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Suppose now that Ay is u--stable. Then the orbit G¢(Ay) has only discrete G¢(P)
isotropy. Since Ay is in particular p,-polystable, we have A, € G°(Ap). Hence the
infinitesimal action L4 : £ — —da ¢ is injective and A is irreducible. Suppose
conversely that A, is irreducible. Since A, is a Yang-Mills connection, it satisfies
da. *Fa_ =0and hence Fy_ = 0. This shows that G°(As) is stable. By Proposi-
tion[2.4.17] the subset A*(P) of p.-stable connections is open and hence A(t) € A*(P)
for all sufficiently large ¢. Since the notion of p,-stability is G¢(P)-invariant, and since
A(t) € G°(Ap), we conclude that Ay is p-stable. O

2.5 Maximal weights

Let G be a compact connected Lie group, let P — X be a principal G bundle and
let 7 € Z(g) denote the central type of P defined by . It follows from Lemma
that p,(A) = xF4 — 7 defines a moment map for the action of G(P) on A(P).
The weights associated to the gauge action with respect to this moment map are
defined by

w‘r(Aa E) = tli>rgo<*Fe“§A - T, €> (230)

for every £ € W22(X,ad(P)) and A € A(P). Differentiating the right hand side in
time yields

d
£<*Fe“§A —7,8) = (= *dguue g * doiee o€, €) = ||deiee a€[72 > 0 (2.31)

and therefore w;(A,&) € RU {400} is well-defined.

Remark 2.5.1. The weights can be defined when £ is only of Sobolev class W12,
The calculation above shows

w4, = (sFa =+ [ Ildanea€ 3 e (2.32)

and the right hand side is well-defined for £ € W2(%, ad(P)).

We show in Proposition [2.5.2] and Lemma [2.5.7] that there exists a one to one
correspondence between finite weights w, (A, &) < oo and

o €9, @ =Q(%)
(Pg,&o) Py is a principal ¢ bundle
Py C (P°, Jy) is a holomorphic reduction

For the definition of the parabolic subgroup Q(&y) C G¢ see Deﬁnition Using
a deep regularity result of Uhlenbeck and Yau [II8], we note that for every finite
weight the section ¢ € Q°(%,ad(P)) is smooth provided A is a smooth connection.
Using this geometric description, we show in Proposition that the algebraic
stability of (P, J4) is equivalent to the conditions on the weights w, (A, ) required
in the Hilbert-Mumford criterion. In the last subsection we prove the moment weight

inequality
wy (A, ) )
T inf (gA)|| 2.
||£HL2 _QEQC(P)HM (g )||L
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This shows that A is p--unstable whenever there exists a negative weight. By Propo-
sition the later is true if and only if (P, J4) is unstable.

2.5.1 Finite weights

It is more convenient to describe the weights in the language of vector bundles: We fix
a faithfull representation G — U(n), identify G with a subgroup of U(n) and denote
by E := P xg C" the associated vector bundle with structure group G. Consider the
bundles

G(E), a(E), G*(E), ¢°(E) C End(E)

which consist of endomorphisms that in any trivialization are contained in G, g, G¢
and g° respectively. There are canonical identifications

G(P)=G(E) =02, G(E)), ad(P) = g(E) C End(E)
and
G(P°) = G4(F) = Q°(%,G¢(R)), ad(P°¢) = g°(E) C End(E).

We denote by Ag(F) the space of G-connections on F which is canonically isomorphic
to A(P). Assume for convenience that the invariant inner product on g is obtained
by restriction of the standard inner product

(€ m) == te(€n)
on u(n).

Proposition 2.5.2. Consider the setting described above. Let A € Ag(E) be a
smooth connection and let £ € WH2(X, g(E))\{0}. If w, (A, &) < oo, then the follow-
ing holds:

1. The endomorphism % has constant eigenvalues A1 < --- < \.. The correspond-
ing eigenspaces are unitary subbundles D; and decompose E as orthogonal direct
sumE=D1®---® D,.

2. Each partial sum Ej := D1 @ --- ® D; is a holomorphic subbundle of . This
yields a holomorphic filtration

O<FEi<EBEy<---<FE.=F.

3. The weight of & is given by the formula

’lUT(A,f) = 2772)‘1'01(Dj) - <T> §>

J=1

This is Lemma 4.2 in [89]. Before giving the proof, we need to discuss the regu-
larity of weakly holomorphic subbundles.

Definition 2.5.3. Let E be a holomorphic hermitian vector bundle. A weakly holo-
morphic subbundle of E is a section 1 € WY2(3, End(E)) satisfying 7 = 7% = 1*

and (1 —m)d(m) =0.
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The following theorem is a special case of a more general result of Uhlenbeck and
Yau [I18]. They prove that weakly holomorphic subbundles of holomorphic hermitian
vector bundles over arbitrary Kéhler manifolds correspond to torsion-free coherent
subsheaves. Since any torsion-free coherent sheaf over a Riemann surface is locally
free, this reduces to the following:

Theorem 2.5.4 (Uhlenbeck and Yau [118)]). If 7 € WY2(X, End(E)) is a weakly
holomorphic subbundle, then 7 is the projection on a smooth holomorphic subbundle
E' CE.

Proof of Proposition[2.5.9 Let 0 # £ € Wh2(X, g(E)) be given and assume w, (4, §) <
00. Since g¢ = g @ ig is per definitionem an orthogonal decomposition we have

e €l = J11Bane €12 = 511Ad () 0 84 0 Ad (7€) (€)1
= Sl
and from follows
wr (A, &) = /E<*FA —7,&) dvols + % /000 |[€€ D (€)e |2 dt. (2.33)

Denote A; := e'’*(A) and let k > 1 be an integer. Then follows
9tr(€") = tr(0a, (€")) = ktr(6"104,(€))
and the Cauchy-Schwarz inequality [tr(AB)| < ||4]| - ||B|| yields

10t dvots: <k [ €571 10, €l| duots
b} P
= HIE 22 - 0 E)e 12

Since w; (A4, &) is finite, it follows from (2.32)) that there exists a sequence t; — oo
such that

lim [|e*%794(&)e %% |2 = 0. (2.34)

j—oo
Hence dtr(£¥) = 0 and it follows from the maximum principle that tr(¢¥) is constant.
Denote the eigenvalues of i with repetition according to their multiplicity by A} <
-+ < N.. Then

tr(€") = D" + ..+ ()

is constant for every k > 1. This is only possible if all the functions )\; are constant
and hence i¢ has constant eigenvalues.

Let A1 < --- < A, be the distinct eigenvalues of i. Since i€ is a normal (hermitian)
operator, the eigenspaces are pairwise orthogonal. Moreover, if I'; is a small loop
around the eigenvalue ); in the complex plane, the orthogonal projection 7r§- B — D
onto the eigenspace of A; is given by

1
/. e\ —1
= g g (21 —i&)™ " dz.

J
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These projections have regularity 7% € W'?(%, End(E)) and satisfy 7 = (})? =
()"

We show next that the projections m; := 7} + -+ + 7} : E'— Ej; define weakly
holomorphic subbundles. By construction

i€ =mim +-- -+ mm, (2.35)

for some my,...,m, € R. Write 94(¢) = [&;] with respect to the splitting E =
Di1®---® D,. Then holds

[eitgée—itg} = emAtg
ij

and 1} implies éij = 0 for i > j. Thus d4(i€) is upper triangular and 1D yields

0= (1 —m;)(9a&)m; = ka — m5)0a(me)T; (2.36)

k=1

The Leibniz rule provides the formula

) (1 - 7rk)(_ - Wj)éA(Trj) for k > j
(L =m;)0a(m)mj = q (1= 75)0a(m;) for k= j .
(1 — 7;)(Oa(mi) — mx0a(m;)) for k < j

This implies together with the formula (1 — 7;)0a(7;) = 0 by induction on
j. Hence m; defines a weakly holomorphic subbundle and F; is smooth by Theorem
[255:4] This proves the first two parts of the theorem.

Write 94 with respect to the splitting E = D, @ --- @ D, as

5A1 412 e Alr

_ 0 day, ... Ao
0a = ) . )

0 0 ... Oa,

where A;; € Q%Y D; ® D;) and 5,43. is the Cauchy-Riemann operator corresponding
to the induced unitary connection A; € A(D;) = A(Ej/Ej_1). Decompose 04 =
8A+ + Ag with

da, O ... 0 0 A ... A,
_ 0 Oa, -.. 0 0 O oo Aoy
Oa, = : C : ’ A= . . :
0 0 ... Oa 0 0 ... 0

We claim that ei*¢(A) converges uniformly to Ay := A; @ ---® A, as t — oco. In fact
5At — 5A+ = eitnge*it€

and ) _
[e‘thOe_‘tf]ij = —ieto\i_)\j)()\j — )\Z)A”
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decays exponentially to zero, since Ay is strictly upper triangular. This in turn implies
that e'¢ A converges to A, and hence

wT(A’g) = tlilgo<*Fe“5Aa€> = <*FA+ - T7€> = Z<*FAJ7£> - <T7 f)
J=1

~ iy /E tr(Fa,) dvols, — (7,€)

j=1
=21 Nea(Dy) — (7,€)
j=1

O

Corollary 2.5.5. Suppose £ € Q°(X, g(E)) yields a finite weight w,(A,€). Then the
limit

Ay = tlggo et A
exists in Aq(E). Moreover, the splitting E = D1®- - -®D,. is holomorphic with respect
to Ay and on each factor the holomorphic structure agrees with the one induced by
the isomorphism D; = E; /E;_4

Proof. This follows directly from the proof of Proposition O

Remark 2.5.6. The Corollary shows that A, € G¢(A) if and only if the holomorphic
filtration determined by ¢ splits holomorphically.

We reformulate the characterization of the finite weights in intrinsic terms. Let
A € A(P) 2 Ag(F) and suppose that £ is a smooth section of ad(P) = g(FE)
which yields a finite weight w. (A, £). By Proposition this defines a holomorphic
filtration
O<Fi<Ey<---<E.=F

and there exist unitary trivializations of this filtration such that & = &, where
& = —idiag(A1,..., ) is a block diagonal matrix with Ay < Ay < -+ < A.. This
trivialization yields a reduction Pg ) C P to K(&) := Cg(&). Note that & gives
rise to a constant central section of ad(Pg ) C ad(P) and agrees with & in ad(P).
We can rewrite the formula for the weight as

wr(A4,€) = /E<*FA+,§> dvols, — (1,&)

where Ay € A(Pge)) is a K(&)-connection. It follows from Chern-Weyl theory
that the right hand side does not change when we replace A, by another K(&)-
connection. The weight depends therefore only on the reduction P ) C P and .
The complexification yields a reduction Pf((f) = Ppr) C P° to the Levi subgroup
L(&) C G° (see Definition . The reduction Pr) C P°¢ is holomorphic if
and only if 04 takes values in (&) and this is the case if and only if the filtration
determined by ¢ splits holomorphically. In contrast, the extension L(&y) C Q(&o)
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yields a reduction Py, C P¢ to the stabilizer of the filtration determined by &
within G¢. This reduction is always holomorphic, since 94 is upper block triangular.

Conversely, let Pop C P°¢ be a holomorphic reduction to a parabolic subgroup
Q = Q(&) C G°. This yields a canonical reduction Px C P to K = Cg(&), since
G/Q(&) = G/Cq(&). Since & is contained in the center of K, it gives rise to
a constant section in ad(Pg) and its image under the embedding ad(Pg) C ad(P)
yields a section ¢ € Q°(X, ad(P) which gives rise to a finite weight w,(4,&). We
summarize our discussion in the following lemma.

Lemma 2.5.7. Let P — X be a principal G bundle, let A € A(P) be a smooth
connection and let P := P xg G¢ denote the complezification of P endowed with the
holomorphic structure determined by A. There exists a one-to-one correspondence
between

{€ € Q%%, ad(P)) |w, (A, €) < oo}

and

S €0, Q==Q()
(Pg, &) Py is a principal Q bundle
Pg C P¢ is a holomorphic reduction

FEvery reduction Py C P° yields a canonical reduction Px C P to K = Cg(&o). The
toral generator & yields a constant section of ad(Pk) and its image in ad(P) yields
&. Moreover, the weight is given by the formula

wy (A €)= /2<*FB —1,&) dvols,

for any connection B € A(Pk).

Proof. This follows directly from the preceding discussion O

The next lemma describes how the weights behave under an extension G — H of
the structure group.

Lemma 2.5.8. Let H be a compact connected Lie group and fix an invariant inner
product on its Lie algebra h. Suppose that there exists a monomorphism G — H
which identifies G with a subgroup of H and assume that the invariant inner product
on g is obtained by restriction of the one on . Let P — X be a principal G bundle of
central type T € Z(g) defined by and denote by Py := P Xg H the associated
H bundle.

1. The central type Ty € Z(h) of Py is the image of T under the orthogonal
projection

Z(g) = b=Z(b) & [b,b] — Z(b).

2. Let A € A(P), let ¢ € QY(X,ad(P)) and denote by &g € Q°(X, ad(Py)) the
image of & under the embedding ad(P) C ad(Py). Then

wT(A7§) = wTH(Any) + /Z<TH -7, fo> d’Ung.
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3. Let A € A(P), let ég € Q°(X, ad(Pg)) be a section with w,, (A,§) < oo and
denote by £ € Q°(X, ad(P)) the image of &g under the orthogonal projection
ad(Pg) — ad(P). Then

wr (A, &) = wr, (A ) + /E<TH —7,8&) dvols.

Proof. For the first part, note that h = Z(h) @ [h, b] yields an orthogonal decompo-
sition with respect to any invariant inner product of h. The orthogonal projection of

7 onto Z(h) does therefore depend only on the embedding of G into H and it is easy
to verify that it satisfies for Py .

By Lemma there exists & € g and a reduction Px C P to a principal
K = Cg(&) bundle such that £ is the image of the constant section & under the
embedding ad(Px) C ad(P). Moreover,

wr(4,§) :/Z<*FB_Ta£> dvoly,

for any connection B € A(Pg). Define K = Cu(&) and Pi = Px X K C Py.
Then & agrees with the image of § under the embedding ad(Pgz) C ad(Py) and
Lemma yields

wry (A,€) = / (+F5 — 11, 0)

)
for any connection B € A(Pg). In particular, for B € A(Px) C A(Py), we get

wr(A,€) — wry (A, €) = /2 (riz — 7, 0) dvols

and this proves the second part.

The third part follows by a similar argument. Note that the proof of Proposition
2.5.2|implies that there exists a connection B = Ay € A(P)NA(Py) for the reduction
Py C Py associated to {g. For such a connection holds ({g, Fg) = (£, Fp) and the
claim follows as in the second part. O

2.5.2 Weights and algebraic stability

The following proposition characterizes the (algebraic) stability of the holomorphic
principal bundle (P¢, J4) in terms of the associated weights w, (4, £).

Proposition 2.5.9 (Characterization of Stability). Let P be a principal G bundle
of central type T € Z(g) defined by (2.19). Let A € A(P) be a smooth connection
and let P := P xXg G° be the complezified principal bundle endowed with the induced
holomorphic structure J,.

1. (P¢,Ja) is stable if and only if wr(A,€) > 0 for all £ € WY2(Z, ad(P)) which

are not constant central sections.

2. (P¢,Jy) is polystable if and only if w,(A,€) > 0 for all ¢ € WH2(Z, ad(P)) and
whenever w, (A, &) = 0 the associated (smooth) reduction Pp ) C Py C P°
is holomorphic.
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3. (P, Ja) is semistable if and only if w,(A,€) >0 for all £ € WH2(Z, ad(P)).

4. (P, Ja) is unstable if and only if there exists € € WH2(X, ad(P)) with w, (A, €) <
0.

Proof. Using the geometric interpretation of the finite weights in Lemma [2.5.7] we
can reduce the proof to a lemma of Ramanathan [95]. The proof will be given on
page [7§] below. O

Reduction argument

We reduce the theorem to the case where Z(G) is discrete and 7 = 0. Recall that
the invariant inner product on g yields the decomposition g = Z(g) @ [g, g] of the
Lie algebra into its center and a semisimple subalgebra. The center yields a trivial
Z(g) subbundle V' C ad(P) and its orthogonal complement can be identified with
ad(P/Z(G)).

Lemma 2.5.10. Assume the setting of Proposition . Let £ € Q°(X, ad(P)) with
wr(A,€) < oo and decompose & = &* + £°° with respect to the splitting ad(P) =
V @ ad(P/Zy(G)). Then

Wr (Aa f) = wO(A’ gss)

where A € A(P/Zy(G)) denotes the induced connection on P/Zy(G).

Proof. By Lemma [2.5.7] exists a reduction Px C P and an element & € g which
gives rise to a constant central section in ad(Pg) and such that & is the image of
&o under the embedding ad(Px) C ad(P). Decompose & = & + £§° with respect

to g = Z(g) ® [g,9]- Then & yields &% and &5° yields £€°° under the embedding
ad(Pg) C ad(P). By Lemma the weight is given by

wr(A,€) = /2<*FB —1,&°%) dvoly, + /2<*FB —7,&%) dvoly,.

for any connection B € A(Pk). The second integral vanishes by (2.12) and in the
first integral yields

/(*FB — 7,6 dvoly, = / (xFp, &%) dvols, = wo(A, £%).
) )

since 7 € Z(g) is orthogonal to [g, g]. This completes the proof. O

The main argument

The following result is a reformulation of Lemma 2.1 in [95].

Lemma 2.5.11. Assume the setting of Proposition and suppose in addition
that Zy(G) is discrete and T = 0. (P¢,Ja) is stable (resp. semistable) with respect

to Deﬁnitz’on if and only if wo(A,&) > 0 (resp. wo(A,&) > 0) for all £ €
WL2(3, ad(P)).
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Proof. Let & € Q°(%,ad(P)) with wo(A, &) < oo be given. By Lemma exists a
reduction Px C P and an element &y € g such that K = Cg(&p) and ¢ is the image
of & under the embedding ad(Px) C ad(P).

Let T C G be a maximal torus whose Lie algebra contains &, and let Ra' =
{a1,...,a,} be a system of simple roots with respect to 7" whose Weyl-chamber
contains &y. Recall that o; = ia; with a; € Hom(t,R) and define ¢; € t by a; = (¢;, ).
The elements t1,. .., € t defined by yield a basis of t and &y has the shape

T
§o = Z it
j=1

with z; > 0. Note that th lies in the center of the Lie algebra of K = C¢(&p) when
x; > 0. Then #; gives rise to a constant central section of ad(Pg) and

’LUo(A,f) = Zl‘j’wo(A,tvj). (237)

Fix 1 < j <7 with z; > 0 and denote @, := Q(f;). This is a maximal parabolic
subgroup of G¢ which contains (&) and the extension Pg, := Pg(¢) Xq(¢) @5 C P°
yields a maximal parabolic reduction. Let x : @Q; — C* be the determinant of the
action of (); on its Lie algebra and denote by X : q; — C the induced map on the Lie
algebra. Chern-Weyl theory yields the relation

a(ed(P) = 5o [ 4(F5)

for a connection B € A(Pk). For n € q; the value of x(n) is given as the trace of
ad(n) := [n, -] acting on

=t P ga (2.38)

a€R(t;)

where R(fj) is defined by (2.8). This decomposition is unitary and by definition of
the roots we have ad(t)e, = a(t)e, for ¢ € t. This shows

X =Y a (2.39)

a€R(t;)

for all n € t. Since x vanishes on [q;,q;] it vanishes on all root space g, with
{a, —a} C R({;). These are the roots in R(;) which produce the Levi subgroup L(Z;).
The remaining root spaces g, with a € R(f;)\R(Z;) form a nilpotent subalgebra. This
shows that remains valid for all n € q; if one extends the roots by complex
linearity over t® and by zero over the root spaces.

Denote by R* the positive roots and by R™(f;) = R(f;)\R* the negative roots
whose root spaces are contained in q;. Then x = v + 2 with

’YlZZa, Yo = Z o

a€Rt aeR~(t;)



78 CHAPTER 2. GIT AND YANG-MILLS-EQUATIONS OVER SURFACES

and

<0‘i7'71> = Z <ti7to¢> = |ti|2 + Z <ti7toc>

aERT a€R\{o;}
holds for every simple root a;. The root reflection

2(t,t;)
|t51?

sjit—t, si(t) ==t — t;

restricts to a permutation of R™\{«;}. Indeed, any root has a unique representation
ta = >y ikt and all coefficients happen to have the same sign. Applying the
reflection s; changes only the coefficient ¢; and thus s;(c) remains positive if ¢ > 0
for some coefficient k # j. Using this symmetry we conclude

(i) = [t (2.40)

A similar argument shows for i # j

()= D (tita) =—[t+ D (tita) = —[til* (2.41)

aeR~ (i) aeR~ (t)\{ay}

This shows x(¢;) = 0 for i # j. As a general property of root systems (see [(0] Lemma
2.51) it holds (t;,t;) < 0 for distinct simple roots «;, ; and thus

Xt) =GP+ D (tita) (2.42)

a€R~(t;)

Combining (2.40), (2.41)) and (2.42) we conclude

X() = imdf;, 1)

for some m > 0. Hence
¢1(ad(Py,)) = " / Fi ) = S un(A ). (2.43)

Suppose now that P¢ is stable (resp. semistable). Then the left hand side in
is negative (resp. nonpositive) and implies wo(A,&) > 0 (resp. wo(A,&) > 0).
Conversely, Lemmal[2.5.7show that every holomorphic reduction Py C P to a proper
maximal parabolic subgroup Q(&)) C @ is induced by some ¢ € Q°(3,ad(P)) with
wo (A, &) < 0. Lemmashows that in exactly one coefficient x; does not
vanishes. Hence implies that ¢1(ad(Pg)) is negative or vanishes if and only if
wp (A4, ) is positive or vanishes respectively. This establishes the converse direction
and completes the proof of the lemma. O

Completion of the proof

Proof of Proposition[2.5.9 We may assume by Lemma [2.3.5 and Lemma [2.5.10] that
Zy(G) is discrete and 7 = 0. The stable and semistable case follow then from Lemma
2.5.11)and the unstable case is equivalent to the semistable case.
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Assume that P¢ is polystable. Then there exists a holomorphic reduction P;, C P°
to a Levi subgroup L C G¢ and Py, is a stable L bundle. Let £ € Q°(%,ad(P)) with
wo(A,€) = 0 be given. By Lemma exists & € g and a reduction Px C P to
a principal K = Cg(&) bundle such that £ agrees with the image of £ under the
embedding ad(Px) C ad(P). Using the notation from the proof of Lemma
above, write £ with respect to a system of simple roots as

T
o= aji;
j=1

with z; > 0. Since P¢ is in particular semistable, the proof of Lemma [2.5.11] shows
that wo(A, &) = 0 if and only if

r; >0 = ci(ad(Py,)) =0

where @, := Q(f;). We may assume (after conjugation) that L = L(ng) for some
1o € g and 7 is contained in the Weyl-chamber determined by our choice of simple
roots. If L is not contained in @, then Q; := LNQ); is a maximal parabolic subgroup
of L and we have an induced reduction PQ; C Py,. Since L and G€¢ are reductive, the
Lie algebra bundles ad(Pr,) and ad(P¢) carry a non degenerated symmetric C-bilinear
form. Hence they are both self-dual and have vanishing first Chern-class. This shows

c1(ad(Pg,)) = —c1(ad(P?)/ad(Q;)) = —c1(ad(Pr) /ad(Q)}))
= cl(ad(PQ;)) <0

where the last step follows from the stability of Pr. We have thus proven that L C @Q;
whenever x; > 0 and this yields L C L(&p). Since the reduction to L is holomorphic,
so is the reduction to L(&o).

Assume conversely, that all weights are nonnegative and if ¢ € Q°(X, P°) is a
section with wg(A, &) = 0 then Pr¢) C P¢ is a holomorphic reduction (where Pp¢) =
Pf{(g) and Py ¢) is determined by Lemma . It follows from Lemma [2.5.11| that
Pc is semistable. If P¢ is in fact stable, then we are done. Otherwise there exists a
vanishing weight wg (A, £) = 0 and by assumption this yields a holomorphic reduction
Pre) C P°. In particular A restricts to a connection on Pk ¢y C P and Pk ¢) is again
of central type 0. For the later claim let € g be contained in the center of the Lie
algebra of K and consider its image 1’ under the embedding ad(Pg) C ad(P). Then
follows

/(*FB,n> dvols, = wo(A,n') > 0.
b

for any connection B € A(Pk). Replacing n by —» shows that this expression must
vanish and hence P ¢) is of central type 0. Now Lemma shows that Pr)
is again semistable. If Pp is not stable, then there exists £ € QO(E,ad(PK(E))
with wo(A4,€) = 0. We can consider ¢ as section &' of ad(P) which then satisfies
wo(A, &) = 0 and thus yields a strictly smaller holomorphic reduction Py C Prg).
If we replace £ by £ and rerun the argument from above we obtain after finitely many
iterations a section & which satisfies wg(A4,£) = 0 and yields a stable holomorphic
reduction Pr C P°.
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Let x : L — C* be a character. We need to show c1(x(PL))) = 0. Decompose
o = Y_i_, x;i; as above and denote

SZ{]|$J>O}

Since x : [(§) — C vanishes on [I(§), ()], it vanishes on all the root spaces g,
belonging to [(£) and the dual vectors ¢, € t. In particular, x vanishes on the simple
roots t; with j ¢ S and has the shape

X(n) = iry(n,1;)

JjES

for some r; € R. Chern-Weyl theory yields
i . i . v
a(x(Pre)) = %/EX(FB) = %jezs”"j /E<*FBatj>

for some connection B € A(Pk ¢)). We claim that each summand vanishes separately
in the last expression. This follows from the assumption

Z T /E<*FB, fj> dvols,

JES

0 =wo(A,§) = Zﬂfj / (xFp,t;) dvolsy, =
j=1 7%

and
wo(A, ;) = / (xFp,1;)dvoly, >0
by

since P°¢ is semistable. O

2.5.3 The moment weight inequality

The moment-weight inequality provides a lower bound for the norm of the moment-
map fir(A) = xF4 — 7 on the complexified orbit G¢(A).

Theorem 2.5.12 (The moment-weight inequality). Let P — % be a principal
G bundle of central type T € Z(g) defined by (2.13). Let A € A(P) be a smooth
connection and £ € WH2(X, ad(P)). Then

wT(A7 f) .
—— > inf || x F —r . -
I1€][z2 — geg° [ Eo(a) |22 ( )

The moment weight-inequality is essentially proven by Atiyah and Bott ([4], Prop.
8.13 and Prop. 10.13). They explicitly determine the infimum of the Yang-Mills func-
tional over G¢(A) in terms of the Harder-Narasimhan filtration of the holomorphic
vector bundle ad(P¢). It follows from the proof of the dominant weight theorem
(Theorem in the next section that the same description yields the supremum
over the left-hand side whenever it is positiv. We provide a different approach fol-
lowing the arguments in [51] for the finite dimensional case which are essentially due
to Chen [I9, [18] and Donaldson [39)].
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Proof. We reduce the proof to the case where Z(G) is discrete and 7 = 0. Denote by
A € A(P/Zy(G)) the induced connection on the quotient bundle and decompose § =
€% + &% as in Lemma Let g € G°(P) be given and decompose Fyq = F*° 4 F*
in the same way. Note that F, ; = F'**. Suppose that the moment-weight inequality
is satisfied on P/Zy(G), i.e.

wn(A,e)
G

We may assume w,(A,€&) < 0. Then Lemma implies

< I Fyallre-

w48 _ (A7)
elle2 = llg*llze
and this completes the reduction argument.

Now assume that Z(G) is discrete and 7 = 0. Let ¢ € WH2(X,ad(P)) with
wo (A4, &) < co. Then ¢ is smooth by Proposition and the limit

<[ Fyallee < [[Fga = 7llL2

lim €A =: A, (2.45)

t—o00

exists by Corollary
Let go = ugel™ € G¢(P) be given and define n(t) € W22(3,ad(P)) and u(t) € G
by the equation
elét = ei"(t)u(t)go.

From this follows pointwise the estimate

[In(t) = 1] < [Inoll- (2.46)

To see this, denote by 7 : G¢ — G°/G the canonical projection and recall that G¢/G
is a complete simply-connected Riemannian manifold with nonpositive sectional cur-
vature. For a fixed time t and z € ¥ define p := 7(el(*)) and ¢ := 7(el"(%2)),
Then

~v:10,1] = G°/G, v(s) := m(elte(Z) e~ tsmo(2))

is the unique geodesic from p to ¢ in G°/G of length ||ng(z)||. Since the exponential
map on a Riemannian manifold with nonpositive curvature is distance increasing,
this yields

lIn(t, z) — t£(2)|| < distgec(p, a) = [Ino(2)]|

and hence (2.46). With this estimate we get

H £ @) <Ht€—n(t) n(t)  n)
e~ @l e = e T el @l ||,
€ — n(0)]] 2 ‘m(t)m—tnsm
STl T il
_ Il
G
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and hence
lim H nt ¢ =0. (2.47)
t=oo || [In®)l[z2 [I€llr2 || L2
By [231) the map
5+ <*Fei3u71nugoA,u*1nu)

is nondecreasing in s. With the relation ei“71”“g0 = u~ el follows

1 1 1 —1
—|| % Fgoallr2 < Tl (%Fyon,u”'nu) < T <*F€i,‘,_1ngoA,u nu>
1

(Il 2

<*Fe“§A7£> < n 3 >
< ——+ *Fit§A7777
[1€]] 2 T Il 11€

It follows from 1) and (2.46) that the right and side converges to “’“H(S "5) for

<

<*Fu716it5A,U;_17]U> = <*Fe“§Aa77>

(1] 2

t — oo and this proves the theorem.
O

2.6 The Kempf-Ness functional

Let G be a compact connected Lie group and let P — ¥ be a principal G bundle of
central type 7 € Z(g) defined by (2.12). Let A € A(P) be a smooth connection. The
Kempf-Ness functional associated to A is the G(P)-invariant functional

1
d,:G°(P) = R, D4 (elfu) = / (xF, e g — T, —E) dt. (2.48)
0
We show in Lemma [2.6.1] below that the derivative of ®4 is given by
aa(g;9) = —(+Fy-14 — 7,Im(g7"9)). (2.49)

The asymptotic slope of ®4 along the geodesic ray t — e ¢ yields the weight
wy(A,€). This is related to the stability of the associated holomorphic principal
bundle (P¢,J4) by Proposition On the other hand, it follows directly from
that g € G¢(P) is a critical point of ®4 if and only if *F-14 = 7. The analog
of the Kempf-Ness theorem in classical GIT is Theorem below. It characterizes
the different notions of pu,-stability in terms of the global behaviour of ® 4 and thus
provides a link between the algebraic and the symplectic notions of stability. We
can deduce from this the Narasimhan-Seshadri-Ramanathan theorem in the second
subsection.
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2.6.1 The generalized Kempf-Ness theorem
Lemma 2.6.1. Let P — X be a principal G bundle and define ® 4 : G¢(P) — R by

E1).

1. The derivative of ® 4 is given by
aa(g;§) = —(+Fy-1a — 7, Im(g™'9)).
2. Let g,h € G°(P), then
O)-14(h7"g) = ®alg) — Pa(h).
Proof. Let g € G°(P), § € T,G°(P) and let u € G(P) be given. Then
aalgu™,gu™t) = (#Fyg-14, Im(ug ™ gu™))
= (u Fy-1qu™ " ulm(g™ ' g)u™")
=aa(g.9)

shows that a4 is invariant under the right-action of G(P) and hence descends to a
1-form on G¢(P)/G(P).

We claim that a4 is closed. Denote by 7 : G¢ — G¢/G the canoncial projection
and let §; = dr(g)gi€ and go := dn(g)gin be two tangent vectors in T G(P)/G(P).
Then

daa(g; g1, 92) = daa(g; G2)[91] — daa(g; §1)[G2) — @alg; (91, 92])
=d(Fg-14 — 7,m)[gi&] — d(Fg-14 — 7,&)[gin]
= <d2*1Adg*1A§7 77> - <d;*1Adg*1Ana §> =0.

We used in the second step that [§1, §2] € T,G(P) is tangent to the real gauge orbit
and thus lies in the kernel of a4(g;-).

Denote for p,q € G°(P)/G(P) by [p,q] the geodesic segment connecting p to g.
Then can be reformulated as

Pa(g) = / e (2.50)
[r(1),7(g)]

For h € G¢(P) we have aj-14(h™1g,h™1§) = aa(g,§) and hence

q)h—lA(h_lg) = / Ap—-14 = / Q.
[7(1),7(h=1g)] [7(h),m(9)]

Since a4 is closed we have

/ aAZ/ OéA—/ aAz@A(g)—CI)A(h)
[7(h),m(g)] [7(1),7(g)] [7(1),m(R)]

and this establishes the second part of the lemma.
Using the second part, we can can reduce the proof of the first part to the case
g = 1 and in this case the claim follows directly from (2.48]).
O
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The difficult part of the following theorem is the stable case. The proof of this
case is due to Bradlow [I2] and Mundet [89] in the context of more general moduli
problems.

Theorem 2.6.2 (Generalized Kempf-Ness Theorem). Let G be a compact con-
nected Lie group, let P — X be a principal G bundle with central type 7 € Z(g)

defined by and let A € A(P).

1. A is p,-stable if and only if G°(A) has discrete G¢(P) isotropy and for every
R > 0 such that

Mg = {6 € W*2(Z, ad(P) ||| * Fo—ic s — 7||z2 < R}
is nonempty, there exist constants c1,co > 0 such that

D) < cr]|€]|n= + co for all § € Mp. (2.51)

2. A is pr-polystable if and only if ® 4 has a critical point.
3. A is pur-semistable if and only if ® 4 is bounded below.
4. A is pr-unstable if and only if ® 4 is unbounded below.

Proof. We consider both implications of the stable case in the following lemmas first.
The proof will then be given on page [87] below. O

Lemma 2.6.3. Assume the setting of Theorem. Suppose that the orbit G¢(A) C
A*(P) contains only irreducible connections and that there exist c1,ca, R > 0 such
that Mg is nonempty and holds. Then exists £y € Mg such that

D(e®0) < Dp(e®)  forall € € Mg (2.52)

and B := e~ %0 A satisfies Fg = 0.
Proof. Suppose first that & € Mg satisfies (2.52)). Let B := e %0 A and let n €
W?22(%,ad(P)) be a solution of the equation

Apn=dpdpn = xFp

which exists since B is irreducible. Then follows

d

dt O (0e!) = au (€0, €in) = —(xFp,n) = —[|dpnl[1.

t=0

and

d

dt

d
H*Fefi'qte—igoAHQ :2<*FB,* % Fe—imB>
t=0 t=0

= 2<*FB,*dB * dB77> = —2<*FB,AB77> = —2|| * FBH%?

Now decompose ei¢0el* = ei¢1y, Then the calculation shows that for sufficiently small
t we have &1 € Mp and ® 4(el$1) < ® 4(el%0) with equality if and only if Fz = 0. Since
(2.52)) yields the converse inequality, we have indeed equality and hence Fg = 0.
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It remains to prove the existence of a minimizer {, € Mg. Let {{,} C Mg be a
minimizing sequence satisfying

lim ®4(ei%) = inf ®4(e'). 2.53
Jim ©4(e™) = Inf $a(e®) (2.53)

By definition of Mg, the curvature Fli, 4 is uniformly bounded in L?. Hence the
Uhlenbeck compactness theorem asserts that there exists u, € G(P) such that Ay, :=
upels A converges weakly in W2, For gy := upels the expression

da, — 04 = gk_léAg/c

is thus uniformly bounded in W12, Since & is uniformly bounded in L> by
and ([2.53), we conclude that g; and & are uniformly bounded in W?22. Hence, after
taking a subsequence, there exists £y € Mg such that &, converges to £, weakly in
W22 and strongly in WP for 2 < p < co. From this follows

lim <*Fe—it5kA, 7£]§> = <*Fe—it§0 A, 7€0>.

k—o0
Hence limg ;o0 @ 4(e!%) = &4 (%) and & satisfies (2.52)). O

Lemma 2.6.4. Assume the setting of Theorem. Suppose that Zy(G) is discrete,
7 =0 and wo(A, &) > 0 for all nonzero & € WH2(X, ad(P)). Let R > 0 be given such
that Mg is nonempty. Then exist constants c1,co > 0 such that is satisfied.

Proof. The proof consists of several steps.
Step 1: There exists C' > 0 such that

[[€]lco < C([|€]]r +1) for all ¢ € Mg.

We observe that

2(sFuca = +Fa€) =2 | (e, € dt = AlE] 1 2 / e a2
> AJ€l? > 2/l¢ljAl€]
and hence
AllEl] <[] % Fuca — #Fall. (2.54)

An argument due to Simpson ([I02], Prop 2.1) shows that this implies the claim. For
this denote

=R f(2) = IEGE)

For zy € ¥ choose a local coordinate which identifies zy with the origin in C. Let
B,,(0) be a ball contained in the image of this local coordinate and let r € (0,7¢).
Let w, h be solutions of

Aw = H * FeigA — *FAH, w|aBT(0) =0 Ah = 0, h|8BT(O) = f|B7~(O)~
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Here we consider the Laplacian of ¥ which agrees with the Laplacian on C up to a
positive factor. Hence ([2.54) and the maximum principle show that f —w —h <0
and the mean value theorem yields

SO —wO <h0) =5

Moreover, by definition of Mz and elliptic regularity follows

w(0)] < Cllwllwes < CllAw]|z2 < C(|] * Fallzz + R).

1
flz) <€ (T - r /a&(o) f) .

Now choose r € (ro/2,70) such that 7 fBBT(O) f <||fllr: holds. Then follows

Hence

) <€ (m+ 3flls ).
0

Since ¥ is compact, we can perform this argument within finitely many charts and
choose the final constant C' to be independent of z.

Step 2: There exist c1,co > 0 such that

€]l < c1®a(e®) + co for all £ € Mp.

Suppose the claim is false. Then exists Cy > 0 and &, € Mg such that
lim Cy =00, lim ||&||lpr =00 and  ||&kllp: > qu)A(eif’“).
k—o0 k—o0
It follows from Step 2 that ny := —&x/||¢k|| L1 is uniformly bounded in L*°. Denote
O = ||¢k||L2. Then

1 Dy(e ! 1
—_— > M = / <*F€it§kA,77k> dt = — <*FeitnkA,77k> dt
Cr — &kllrr 0 Uk Jo

The integrand is increasing by (2.31]). Hence, for any fixed ¢ > 0 follows

1 b, —t
>
Cr = g

It follows from ([2.33)) that

t
Oy,

<*F€itnk777k> + <FA,77k> (255)

1 ! i 3 —ings
(sFarnease) = (Fam) + 5 [ 1 @ane | ds
0

and, since n;, is uniformly bounded in C?, we conclude that 947, is uniformly bounded

in L. Since A is irreducible and |[0anx||? = %||danx||? this shows that 7y, is uniformly



2.6. THE KEMPF-NESS FUNCTIONAL 87

bounded in W12, Hence, after taking a subsequence, there exists n € W12 N L>
such that 7, — 1 converges weakly in W12 and strongly in L? for every 1 < p < oc.
In particular ||n||f1 = 1 shows that n # 0 and

Hm («Fieny, 45 Mk) = ($Fuiena, 1).

k—oc0

Now ([2.55)) implies (*Fin4,n) < 0 and as ¢ — oo we obtain wg(A,n) < 0. This
contradicts our assumptions and proves Step 2.

Step 3: There exist c1,co > 0 such that

1€]| L < c1®a(e®) + ez for all € € Mpg.

This follows directly from Step 1 and Step 2.
O

Proof of Theorem[2.6.9. Suppose A is pi.-stable. Then Zy(G) is discrete, 7 = 0
and G°(A) has discrete G°(P) isotropy. We claim that wo(A,£) > 0 for all £ €
W12(%,ad(P)). By Proposition @ this condition is equivalent to the stability of
the induced holomorphic structure J4 on P¢ := P X5 G€. In particular, this condition
is invariant under the action of G¢(P) and we may assume that F4 = 0. Then
shows

wo(A,€) = / [d,see 4€] 22 dt > 0
0

since A is irreducible. Thus Lemma applies and shows that the estimate (2.51])
is satisfied. The converse direction follows from Lemma 2.6.3

The characterization of the p,-polystable case follows directly from (2.49)).

In the following let A(t) denote the solution of the Yang-Mills flow (2.22]) starting
at A and let Ay = limy_ o, A(t). Suppose A is p.-unstable. Theorem [2.4.14] and

(2.19) show that

[|[Fga —7|lz2 > ||Fa. —Tllez2 =¢>0
for all g € G¢(P). Now define g(t) by (2.24). Then A(t) = g(t)~!(A) and

d

%‘I’A(g(t)) =aa(g(t),9(t) = —(*Fa@) — 7, xFa))

= —|| % Faq) — 7|72 < —c

where the penultimate step follows from . This shows that ® 4 is unbounded
below.

Suppose conversely that A is p,-semistable. It follows from Theorem [2.4.14] and
that Ay is a global minimum for the Yang-Mills functional on A(P) and
xF4 = 7. It follows from the Lojasiewicz inequality (Lemma that there
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exists v € [1,1) and C,T > 0 such that

1% Fagy = 7ll72 = 20V M(A(t) — YM(Ax)]
< Clldagy Fawll
< Clldy @y Fae 72 (YM(A() — YM(Ax))'

= LCOMAD) - YM(A)*

for all ¢ > T. Since the right hand side is integrable, the solution g(¢) of (2.24)
satisfies

t—o00

lim ®4(g(t)) = —/ || Fay — 7|72 dt =t a > —o0.
0

We claim that a is a global minimum for ® 4. For this let gy € G¢(P) and let g(t) be
the solution of (2.26)) starting at go. This is a negative gradient flow line of ® 4 and
satisfies

d

7 2a(3(t) = —aa(3(t), 9(t)) = —[| * Fyy-1a = 7ll72 <0.

Define n(t) € W22(%,ad(P)) and u(t) € G(P) by the equation
g(t) exp(in(t))u(t) = g(t)

and
Be:[0,1] = GX(P),  Buls) = g(t)e).
Then (P4 o f;) satisfies

d
75| (@aoBi)(s) = aalg(t), 0sBu(s)) = —(+Fy)-14 = 7,m)
s=0
> —|[* Fyy-1a — 7llez - [[n(t)]] 2
and
d? d
@(@A o B)(s) = _%<*Fe*i"(t>sg(t)*1A —7,n(t))

= (d4, da, (), 0(t) = llda, 072 > 0

where we abbreviated A,; := e~ 1®sg(t)~TA. In particular, ®4 o f; is convex and
since 7(t) is uniformly bounded in L* by Proposition [2.4.12 there exists a constant
C > 0 such that

4(9(t) = Palg(t) = CllFyy-1a = 7llL2-
Since P 4(Go) > Pa(g(t)) for all ¢ and the right hand side converges to a as t — oo

we conclude @ 4(go) > a. This establishes the claim and completes the proof of the
theorem. O
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2.6.2 The Narasimhan-Seshadri-Ramanathan theorem

The Narasimhan-Seshadri-Ramanathan theorem relates the notion of stable objects
in Definition|2.3.2]and Definition [2.3.7] This was first proven by Narasimhan-Seshadri
[91] in the case G = U(n) and later extended by Ramanathan [95] to general compact
connected Lie groups. Both of these proofs are entirely of algebraic geometric nature.

In the case G = U(n) Donaldson [30] gave an analytic proof of this result. His
argument uses the moment weight inequality and an induction argument which is
based on the Harder-Narasimhan filtration. We present a different proof which is due
to Bradlow [12] and Mundet [89]. The main step in their proof consists of establishing
the stable case in Theorem [2.6.21

Theorem 2.6.5 (Narasimhan-Seshadri-Ramanathan). Let G be a compact con-
nected Lie group and P — ¥ a principal G bundle with central type 7 € Z(g) defined
by . Let A € A(P) and consider the complexified bundle P¢ := P x¢g G¢ with
the holomorphic structure induced by A. Then (P°, Ja) is stable if and only if there
exists a complex gauge transformation g € G°(P) such that *Fy4 = T and the kernel
0

f

L : W23, ad(P°)) — WH(S,T*Y @ ad(P))

La(€+in) = —daé + *dan

contains only constant central sections.

Proof. We may assume by Lemma and Lemma that Zy(G) is discrete and
T=0.

Suppose there exists g € G°(P) such that *Fy,4 = 0 and gA is irreducible. Then
(2.32) shows

wo (g4, §) =/ ||deite g a&||72 dt > 0
0

for all 0 # ¢ € WH2(X,ad(P)) and by Proposition m (P¢,Jga) is stable. Since
the notion of stability is G¢(P) invariant, (P¢,J4) is stable.

Assume conversely that (P¢,.J,) is stable. For every g € G°(P) then (P¢, Jga)
is stable as well and Proposition m implies wy(gA, &) > 0 for every nonzero £ €
W12(3,ad(P)). In particular, gA is irreducible and Lemma is applicable and
shows that A is po-stable. O

2.7 The dominant weight theorem

The dominant weight theorem strengthens the moment weight inequality (Theorem
2.5.12). It shows that there exists (up to scaling) a unique section & € Q°(2, ad(P))
which yields equality in the moment weight inequality, whenever the right hand side
is positive. In particular, it relates the notion of unstable objects in Definition [2.3.2
and Definition[2:3.7] A key ingredient in its proof is the Harder-Narasimhan filtration
associated to a holomorphic holomorphic vector bundle. We review this first before
we proceed to the proof of the dominant weight theorem.
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Theorem 2.7.1 (The dominant weight theorem). Let G be a compact connected
Lie group, let P — % be a principal G bundle of central type T € Z(g) defined by
and let A € A(P) be a smooth p.-unstable connection.

1. There exists an element £ € Q°(X, ad(P)) such that

qup  —orAO wrO e Rl (256)

0£¢e0(s,ad(pP)) €|z - I1€]l2 9€9°(P)

2. The normalized section £/||€]| L2 is uniquely determined. Moreover, it is rational
in the sense that it generates a closed C* subgroup of G¢(P).

3. If Ay is the limit of the Yang-Mills flow starting at A, then there exists
u € G(P) such that & = u(xFa__ — T)u™! satisfies ,

Proof. This result is essentially contained in the work of Atiyah and Bott. They
determine in ([4], Prop. 8.13 and Prop. 10.13) the infimum of the Yang-Mills func-
tional on the complexified orbit G¢(A) in terms of the Harder-Narasimhan filtration
of ad(P°).

Bruasse and Teleman [I5] [I4] show in a more general gauge theoretical setting
that the supremum over the normalized weights is attained in a unique direction
whenever it is positive. This corresponds to the case where (P, J4) is unstable and
they identify again the dominant weight with the Harder-Narasimhan filtration.

We follow these ideas in our proof below, but simplify the arguments considerably
by using the moment weight inequality and the analytic properties of the Yang-Mills
flow. The proof will be given on page [04} O

2.7.1 The Harder-Narasimhan filtration

Let F and G be holomorphic vector bundles over a Riemann surface ¥ and let « :
F — G be a holomorphic bundle map. The kernel and cokernel of « are in general
not well-defined as holomorphic vector bundles and one may think of them as vector
bundles with singularities. These considerations lead naturally to the larger category
of coherent analytic sheaves on ¥ which is closed under taking kernels and cokernels.
The next lemma, however, allows us to get away without considering sheaves.

Lemma 2.7.2. Let F' and G be holomorphic vector bundles over a Riemann surface
Y and let o : F — G be a nonzero holomorphic bundle map. Then there exists a
commutative diagram of holomorphic vector bundles and holomorphic bundle maps

0 F F P 0
[ b
0 G G G 0

with exzact rows and rk(F") = rk(G"), det(S) # 0 and c1(F") < c1(G").

Proof. This lemma is most easily understood in the language of analytic sheaves.
Denote by O the sheaf of germs of holomorphic functions on ¥. There exists a one
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to one correspondence between holomorphic vector bundles and locally free O-sheafs
on XY, which associates to a vector bundle its sheaf of holomorphic sections. The
homomorphism « induces a homomorphism between the associated sheaves and the
sheaf kernel and sheaf image are clearly torsion free subsheaves. Since the stalks of
O are isomorphic to the principal ideal domain CJ[z]], these sheaves are locally free
and correspond to the the vector bundles F’ and G’. O

Recall that we denote for a complex vector bundle £ — ¥ by

its slope or normalized Chern-class.
Corollary 2.7.3. Let F' and G be holomorphic vector bundles over X.

1. Suppose F' is semistable, G is stable and p(F) = p(G). Then any nonzero
holomorphic bundle map o : F — G is surjective.

2. Suppose F and G are stable and p(F) = u(G). Then any nonzero holomorphic
bundle map o : F'— G is an isomorphism.

3. Suppose F and G are semistable and u(F) > u(G). Then every holomorphic
bundle map o : F — G vanishes.

Proof. We prove the first part. Suppose a : F' — G is neither zero nor surjective.
Using the notation of Lemma we see that G’ is a proper subbundle and thus

1(G) > u(G') =z W(F") = p(F)

contradicting the assumption p(G) = p(F). In other two parts follow from a similar
argument. O

Lemma 2.7.4. Let E be a holomorphic semistable vector bundle. Then there exists
a filtration

O<FEi<EBEy<---<FE.=F
such that each quotient E;/E;_q is stable and p(E;/E;_1) = n(E).

Proof. Let F' C E be a stable subbundle with p(F) = u(E). Since E = F @ (E/F)
as C*°-bundles, it follows u(E/F) = p(E). Moreover, any holomorphic subbundle
G C E/F with u(G) > p(FE) would lift under the projection map E — E/F to a holo-
morphic subbundle G C E with u(G) > pu(FE) and this contradicts the semistability
of E. Hence E/F is semistable and the lemma follows by induction. O

The Harder-Narasimhan filtration generalizes Lemma [2.7.4] to general holomor-
phic vector bundles.
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Proposition 2.7.5 (Harder-Narasimhan filtration). Let E be an holomorphic
vector bundle. Then there exists a unique holomorphic filtration

0=FEy<Fi<---<E,.=F
such that all quotients E;/E;_1 are semistable and the slopes

_a(Ej/Ei-1)
M ME, B )

satisfy pa > po > -0 > Uy

Proof. The degree of any holomorphic subbundles of E is uniformly bounded by
Lemma below. Let F; C E be a semistable subbundle for which u(Fy) =:
is maximal and such that E; has maximal rank among all such subbundles. We
claim that every proper holomorphic subbundle G' C E/E; satisfies u(G') < py.
Otherwise, the preimage of G’ under the projection E — E/FE; would be a subbundle
G C E with u(G) > py and of strictly greater rank then F;. This proves the claim
and the existence of the Harder-Narasimhan filtration follows by induction.

Let 0 = Ey < Ey < --- < Ey = E be another filtration of E such that all quotients
E;/E;_, are semistable and the slopes ji; := u(E;/F;_1) are strictly decreasing. In
particular, F; is semistable and the construction above shows

w(Er) > p(By) = fix > fin > -+ > fue

The last part of Corollary shows that the projection F; — E/E@_1 must be
zero, since p(E7) > iy and hence Fy C E,_1. Repeating the argument, it follows by
induction that B, C Ej for all j > 1. If u(E;) > u(E}), we could go one step further
and obtain the contradiction F; C Eo = 0. This shows p; = fi;. Finally, consider
the projection

oa:F, — E— E/E,.

If it is nonzero, we can apply Lemma with ' = F), and G = E/E; to obtain
the contradiction

= p(Er) < p(F") < (@) < fin < fir = pua.

This shows E; C F; and by maximality of rk(E; ) equality must hold. The uniqueness
of the Harder-Narasimhan filtration follows now by induction. O

Lemma 2.7.6. Let (E,h) be a hermitian holomorphic vector bundle over ¥ and
denote by A € A(F) the associated unitary connection from Lemma m For a
holomorphic subbundle F' C E the following holds:

1. Let E = F & G be an orthogonal decomposition and identify G with E/F.
Denote by Ar and Ag the induced connections on F and G. Then A has the

shape
Arp
A =
<—77* AG)

with n € Q¥1(X, End(G, F)). Moreover, the curvature has the shape

FA_(FAF_nAn* dan )
—dan* Fagc—n"An
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2. There exists a constant C > 0, which does not depend on F, such that

c1(F) < C(1 = |InllZ)-

Proof. We leave the first part as an exercise to the reader, see e.g. [63] Chapter 0.5.
For the second part, we calculate

o(F) = 5 [ Pa) = 5 [ (Palp) + ).

In local coordinates write n = 7jdz and hence n A n* = 2ifnn*dx A dy. This yields
precisely the L2-norm of 1. Since Fj is uniformly bounded in L®°, the estimate
follows. O

We show next that the Harder-Narasimhan filtration is maximal among all holo-
morphic filtrations in a certain sense. For this we need to introduce some notation.
Let

E:0=FEy<Ei<---<E.=F

be a holomorphic filtration of E. Denote n; := rk(E;/E;_1), k;j == ¢1(E;/E;—1) and
define the characteristic vector of the filtration £ to be

ﬁ(é‘):(kl S k")eRn (2.57)

9 ) ) ) ) 9
ny ny Ny Ny

where we repeat each entry k;/n; exactly n;-times. Moreover define

le:{0,...,n} =R, Le(m) =[]

Jj=1

where [fi(€)]; denotes the j-th entry of the vector fi(€). The graph of £¢ interpolates
linearly between the points (0,0), (n1, k1), (n1 +na, k1 +k2), ..., (n, k). We consider
the following ordering on the space of holomorphic filtrations:

E>F ifandonlyif fg>{r.

We call a filtration £ concave if the function /¢ is concave, or equivalently, if the
entries of [i(€) are decreasing.

Proposition 2.7.7. Let E be a holomorphic vector bundle over .. The Harder-
Narasimhan filtration of E is the ungiue maximal concave filtration on E.

Proof. Let
Eun : O<Ei<Ey<---<E.=F

be the Harder-Narasimhan filtration of £ and let F' < E be a holomorphic subbundle.
It suffices to prove that the point pg := (rk(F'), c1(F)) lies on or below the graph of
Le. We prove this by induction on 7.

Suppose 7 = 1. Then & is semistable and p(E) > p(F). In particular, {¢ is a
straight line of slope p(E) and pp clearly lies below that line.
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Suppose now r > 1. The Harder-Narasimhan filtration of E/FE; is given by
5}11\[: O<E2/E1<E3/E1<-~-<E,«/E1:E/E1

and the induction hypothesis applies to £f,. Consider the commutative diagram
from Lemma 2.7.2]

0 ol F jad 0
L |?
0 G" E/E; G 0

with o : F — E — E/FE;. By the induction hypothesis, the point of (tk(G’),c1(G"))
lies below £g/. Since rk(F") = rk(G’) and ¢1(F") < ¢1(G’) the same holds with G’
replaced by F”. This shows

C1 (El) + (F”) S fg (I‘k(El) + I’k(FH)). (258)

Since F’ gets maped to zero under «, we have F' C F; and pu(F’) < p(Ep) by
semistability of Ey. This shows ¢ (F') < Le(rk(F’)) and with (2.58) follows

(F)=c1(F") 4+ 1 (F") < le(tk(E1) + tk(F")) + Le(tk(F")) — Le(vk(EL)).
Since £¢ is concave and rk(F") < rk(F;) we have
Le(tk(EL) +tk(F")) — le(vk(Ey)) < Le(rk(F') + rk(F")) — Le(rk(F"))

and thus
c1(F) < le(tk(F") + tk(F")) = Le(vk(F)).

This completes the proof. O

Corollary 2.7.8. Let E be a holomorphic vector bundle over 3. Let € be a concave
filtration of E and £y the Harder-Narasimhan filtration of E. Then follows

1@ E)ll2 < ||iE(Eun)||2

where || - ||2 denotes the standard euclidean norm on R™. Moreover, equality holds if
and only if £ = Epyn.

Proof. An easy calculation shows that for two concave filtrations with & < &; the
estimate ||Z(&1)]|2 < ||fE(E2)|]2 is satisfied. Moreover, equality holds if and only if
&1=6s. O

2.7.2 Proof of the dominant weight theorem

We proceed now to the proof of Theorem We consider first the case G = U(n)
and deduce the general case afterwards by choosing a faithful representation G —

U(n).
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ur-unstable orbits in the unitary case.

Assume G = U(n) and denote by E := P xg C" the associated hermitian vector
bundle. Note that the constant central type 7 of P is related to the slope of E by
the formula

7= —27ip(FE) - 1. (2.59)

If (E,éA) is unstable, then Proposition implies that there exists a negative
weight w, (4, &) < 0 and the moment weight inequality (Theorem [2.5.12) shows that
A is p.-unstable. The following lemma proves the converse direction.

Lemma 2.7.9. Let A € A(E) be a unitary connection and suppose (E,04) is a
semistable holomorphic vector bundle. Then the limit A, of the Yang-Mills flow
A(t) starting at A satisfies

«Fa = —2mip(E) - 1.

Proof. We show first that the W1-2-closure G¢(A) contains a connection A with Fy =
—27ip(E)-1. For this, consider the refined Harder-Narasimhan filtration from Lemma

274
O<Ei<Ey<---<FBE.=F
with stable quotients E;/FE;_; all having the same slope as E. Choose an orthogonal

splitting £ = D1 & --- @ D, such that E; = Dy ® --- & D;. With respect to this
splitting 04 has the shape

5A1 {112 Alr
_ 0 0Oay ... Ao
04 = ) . )
0 0 ... 9a

Define g; := diag(t~*,¢=2,...,¢t~"). Then

(§A1 tf412 .. tr_lAlr 5,41 70 - 0

_ 0 8,42 L. tr_2A2T 0 8,42 - 0
Ogu(a) = . : =i
0 0 ... 04 0 0 ... Oa

s

ast — 0. Since E;/E;_1 = (Dj;, 0a,) are stable holomorphic vector bundles, Theorem
shows that there exist complex gauge transformations g; € G°(D;) such that
Aj = gj(A;) satisfies «F'5, = —2mip(D;). Since p(D;) = p(E), we conclude that the
induced connection A = A; @ --- @ A, has curvature F; = —27iu(E) - 1.

It follows from that A minimizes the Yang-Mills functional over Av ) (E).
The lemma follows thus from Theorem 2.4.74] and Theorem 2.4.15 O



96 CHAPTER 2. GIT AND YANG-MILLS-EQUATIONS OVER SURFACES

Proof of Theorem for G = U(n).

Let & be a section of skew-hermitian endomorphism in u(E) C End(FE) satisfying
€]l = 1 and

—w,(A,¢) = sup —M. (2.60)

0#£neQ0(S,u(E)) [[]

Proposition [2.5.2] shows that £ determines a holomorphic filtration and orthogonal
splitting
E: EFi<EBEy<---<E, EjZDl@-”@Dj

of (E,04). With respect to this orthogonal splitting ¢ has the shape
i€ = diag()\l, )\2, ey )\r)
with Ay < Ay < --- < A, and the weight is given by
wr(A,A) =27 Aj (e1(Dy) — rk(Dy)p(E)) -
j=1

By maximality of the weight —w, (A4, §) we conclude that A = (Aq,...,\.) is a global
minimum of the function

f@y, o yme) =y (er(Dy) = rk(Dy)u(E))
j=1

on the ellipsoid {}77_, 23rk(D;) = 1} under the open condition

T < To <+ < Ty

Since (E,d4) is unstable, Proposition implies that this minimum is negative
and f does not vanish identically. Thus V f vanishes nowhere and A must lie on the
ellipsoid. It satisfies there the Lagrange condition

(e1(Dj) = rk(D;)) p(E) = eAjrk(D;)

for j =1,...,7 and some constant ¢ # 0. Since f(A) < 0 we must have ¢ < 0. Since
the \; are increasing this yields

w(D1) > p(D2) > -+ > p(Dr)
and & is a concave filtration of E. Solving the Lagrange problem we get

N u(E) — u(D,) _ u(B) - (D))
’ ik (D)D) — u(B)?  VIRENE — k(B)u(E)?

and

—wr(A,€) = 2m\J|A(E) g — rk(E)u(E)2. (2.61)
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Now Corollary shows that £ = £y must agree with the Harder-Narasimhan
filtration of E and £ is uniquely determined.

Conversely, we can use the Harder-Narasimhan filtration to define £ and the ar-
gument from above shows that it satisfies . It remains to show it also yields
equality in the moment-weight inequality. It follows from the proof of Proposition
2.5.2 that the limit

Ay = lim €A
t—oo
exists and splits as Ay = A1 & --- ® A, with A; € A(D;) = A(E;/Ej-1). The
Yang-Mills flow A, (¢) starting at A, is the product of the Yang-Mills flow on each
factor and clearly remains in the closure G¢(A). It follows from Lemma that
the limit Ao := limy_ oo A4 (¢) of this flow satisfies

u(Dy)

. w(D2)
Fa = —27i

oo

w(Dr)
Now (2.59) and (2.61)) yield

T

Jnf 1Foa — 7l < ||Fas —7l| =27 D k(D)) (u(E) = u(D)))? = —w(A,€).
j=1

The converse inequality follows from the moment-weight inequality (Theorem [2.5.12))
and this completes the proof in the unitary case.

Proof of Theorem for general compact connected Lie groups G.

Let G be a compact connected Lie group. We show first that one restrict the argument
to the case where Zy(G) is discrete. Recall that the Lie algebra of G decomposes
as g = Z(g) ® [g,9]. The center yields a trivial Z(g) subbundle V' C ad(P) and its
orthogonal complement has fiber [g, g] and is canonically isomorphic to ad(P/Zy(Q)).
This yields the orthogonal decomposition

ad(P) 2= V & ad(P/Z(G)). (2.62)

Let A € A(P) and denote by A € A(P/Zy(G)) the induced connection. Decompose
€ € QUX,ad(P)) as £ = £ + £°° with respect to the decomposition (2.62). Then
(2.12) and Lemma [2.5.10] yields

U}T(A,g) = wT(A7£SS) = wO(A7SSS)'
Decompose similarly Fya = F* + F** and note that F** = F| ;. This yields
|| Ega —7* = ||+ |2 + || % F* — 7] 2 || * Fy 1%

As in Lemma [2.3.9] one shows that g can be modified to a gauge transformation g
such that gA = gA and *F* = 7. Hence

inf s Foq— 71|l = inf * F 1l
gegc(P)ll ga — 7| gegc(P/ZO(G))II vall
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This completes the reduction argument.

Now assume that Zy(G) is discrete and 7 = 0. Choose a faithful representation
G < U(n) and identify G with its image in U(n). It follows from Lemma [2.5.§
and that the associated vector bundle E = P xg C" satisfies u(F) = 0. For

A € A(P) Theorem [2.4.14] yields

inf x F = || * F = inf * F,
Lt ([ Fyall = |+ Fall = inf [l Fyal

where we consider A as G-connection for the left equality and as U(n)-connection for
the right equality. It follows from the unitary case that there exists (up to scaling) a
unique section £ € Q°(X, u(E)) satisfying

7’[[)0(14,5)
141

Let & be the orthogonal projection of § onto g(E) C u(E). Then Lemma shows
wo (A4, &) = wo(A,€) and hence

= inf ||[Fyall
i [|Fyall

wO(A7£) <_w0(‘j{’£)
etk =il

with equality if and only if ¢ = €. The moment weight inequality (Theorem [2.5.12))
yields the converse inequality and this completes the proof.

inf ||Fyal| = —
i [|Fyal



Chapter 3

Convergence of the
Yang—Mills—Higgs flow and
applications

The content of this chapter has been published in [IT5]. The symplectic vortex equa-
tions [25, [26], [89] are an equivariant version of the J-holomorphic curves equation in
symplectic geometry. These equations also generalize the Yang—Mills equations [4],
the notion of Bradlow pairs [12] and are closely related to Hitchin’s selfduality equa-
tions [58] and Higgs-bundles. The symplectic vortex equations admit a variational
description as global minimum of the Yang—Mills—Higgs functional. We study its neg-
ative gradient flow on holomorphic pairs (A, u) where A is a connection on a principal
G-bundle P over a closed Riemann surface ¥ and u : P — X is an equivariant map
into a Kéhler Hamiltonian G-manifold. The connection A induces a holomorphic
structure on the Kéhler fibration P x& X and we require that v descends to a holo-
morphic section of this fibration. We prove a Lojasiewicz type gradient inequality
and show uniform convergence of the negative gradient flow in the W12 x W22
topology when X is equivariantly convex at infinity with proper moment map, X is
holomorphically aspherical and its Kahler metric is analytic.

As applications we establish several results inspired by finite dimensional GIT:
First, we prove a certain uniqueness property for the critical points of the Yang—Mills—
Higgs functional which is the analogue of the Ness uniqueness theorem. Second, we
extend Mundet’s Kobayashi—-Hitchin correspondence to the polystable and semistable
case. The arguments for the polystable case lead to a new proof in the stable case.
Third, in proving the semistable correspondence, we establish the moment-weight
inequality for the vortex equation and prove the analogue of the Kempf existence
and uniqueness theorem. Our proofs are inspired by the work of Calabi, Chen,
Donaldson, Sun [I7, 23] 18] 19, [39] on extremal Kéhler metrics; see [51] for a finite
dimensional discussion.

99
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3.1 Introduction

Throughout this chapter we assume the following. G is a compact (real) Lie group
with Lie algebra g together with a fixed choice of an invariant inner product on g, %
is a closed Riemann surface with fixed volume form dvofx, and induced Riemannian
metric, P — ¥ is a principal G bundle and (X, J,w) is a Kahler manifold equipped
with a Hamiltonian G action induced by an equivariant moment map p : X — g.

Geometric invariant theory for the vortex equation

Atiyah-Bott [4] observed that the curvature Fu € Q%(3,ad(P)) defines a moment
map for the action of the gauge group G(P) on the space of connections A(P) (see
Lemma [2.2.2)). The vortex equations are obtained as an extension of this picture.
Consider the associated Kéhler fibration

P(X):=PxgX:=(PxX)/G.

and denote by S(P, X) its space of sections. The symplectic vortex equations on
pairs (4,u) € A(P) x S(P, X) are given by

dau =0, *Fa + p(u) =0. (3.1)

The connection A € A(P) induces a holomorphic structure on the total space of the
Kahler fibration P(X) and the equation d4u = 0 requires u to be a holomorphic
section. The subspace

H(P,X) :={(A,u) € A(P) x S(P, X)|dau = 0}
is formally a K&hler submanifold of A(P) x S(P, X). It is well known that
®: AP) x S(P,X) — Q°(%,ad(P)), B(A,u) := *Fy + p(u) (3.2)

provides a moment map for the G(P)-action on H(P,X) (see Lemma [3.2.1)) and
solutions of (3.1) give rise to the symplectic moduli space

Meymp(P, X) := {(A,u) € H(P, X) | * Fa + p(u) = 0} /G(P).

This moduli space admits an alternative description as complex GIT quotient of
H(P, X). For this let G° be the complexification of G, let P¢ := P x¢g G° be the
complexification of P and define the complexified gauge group as G¢(P) := G(P°).
There exists a one to one correspondence between smooth connections on P and
holomorphic structures on P¢ (see [104] or Lemma [2.2.5). This yields a natural
action of G¢(P) on A(P) which extends the gauge action. Assume that the G-action
on (X,J,w) extends to a holomorphic G°action on (X,J) such that G°(P) acts
naturally on S(P, X).

Definition 3.1.1. Let (A,u) € H(P,X) and denote by G¢(A,u) the W12 x W22
closure of its complexified orbiﬂ. Denote by ®(A,u) := «F4 + p(u) the moment map
.

1 Here it suffices to consider the closure within the space H (P, X) of smooth holomorphic pairs.
In the main part of the paper we will consider pairs (A4, u) of Sobolev class W2 x W22 and gauge
transformations of Sobolev class W?22. This does not affect the overall picture since (a) every
complex orbit contains a dense set of smooth representatives and (b) every W12 x W?2:2 solution to
the vortex equation is gauge equivalent to a smooth solution. See Section and Lemma
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1. (A,u) is called stable, if ®~1(0) N G°(A,u) # 0 and the isotropy subgroup
Gaw) =1k € G(P)| k(A ,u) = (A, u)} is discrete.

2. (A,u) is called polystable, if ®~1(0) N G°(A,u) # 0.

3. (A, u) is called semistable, if ®=1(0) N Ge(A,u) #0 .
4. (A, u) is called unstable, if ~1(0) N G°(A,u) = 0.

Denote by H® C HPS C H*® and H"® the corresponding G¢(P)-invariant subspaces.
The GIT quotient of H(P, X) by G¢(P) is defined as the quotient space

Marr (P, X) = H> (P, X)//G°(P) := (H>*(P, X)/G°(P))/ ~

under the orbit closure relation G°(A, u) ~ G°(B,v) if and only if G¢(A,u)NG¢(B,v)N
H5 (P, X) # (. Tt follows from our main results that each equivalence class in this
quotient contains a unique G(P)-orbit of solutions to the symplectic vortex equations

and Mgarr(P, X) = Mgymp(P, X) (see Corollary [3.1.7).

The main theorem

The moment map squared functional plays a crucial role in the differential geometric
version of GIT. It is defined by

1
FiH(P.X) =R, FlAu)— 5/ | % Fa + p(w)||? dvols (3.3)
by
and closely related to the Yang-Mills-Higgs functional
YMMH(A, u) / 1Eall? + lldaull® + [|u(u)|* dvols (3.4)

by the energy identity in Proposition In particular, for (A,u) € H(P,X) it

holds VYMH(A,u) = VF(A,u), albeit the gradients look quite different at first

glance. The negative gradient flow on H (P, X) has the following form
A(0) = Ay, u(0) = uy, da(u) =0

OtA = *dA(*FA + N(U)), Oyu = _JLu(*FA + /J(U)) (35)

Our main result says that solutions exist for all time and converge under the following
hypothesis:

(A) The Kéhler metric on X and the moment map u: X — g are both analytic.
(B) X is holomorphically aspherical.

(C) p is proper and X is equivariantly convex at infinity, i.e. there exists a proper
G-invariant function f: X — [0,00) and ¢g > 0 such that

<vvvf(‘r)a > <Vvaf(x)a J'U>

fl@)zeo = df (z)J Lyp(x) 2 0

(3.6)

for every x € X and v € T, X.
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Theorem A (Convergence). Assume (C) and let (Ag,ug) € H(P,X) be given.
Then there exists a unique solution

(A,u) :[0,00) = H(P, X)

of which exists for all times t > 0. If in addition (A), (B) are satisfied,
then there exists a critical point (Ao, tuoo) € AV2(P) x 8*2(P, X) of Sobolev class
W2 x W22 and T,C, e > 0 such that for all t > T the pointwise distance between
u(t) and ueo s smaller then the injectivity radius of X along us.(P) and

IA®H) = Asollwrs + Il expil ut)l|wae < <.

Proof. Long time existence of the flow is established in Theorem together with
certain continuity and regularity assertions on the flow. The convergence part is
proved in Theorem [3.4.8] O

Remark 3.1.2 (Regularity of the Limit.). Starting at a smooth initial condition
(Ag,ug) € H(P,X), the solution (A(t),u(t)) of (3.5) remains smooth for all times
t > 0. However, it is an open question if the limit (A, o) is smooth.

Lin [77] and Venugopalan [IT9] discussed the flow independently and they
proved under certain hypotheses that solutions exist for all times. Lin [77] considered
in fact a generalization of , where ¥ is replaced by a compact Kéhler manifold,
and showed that smooth solutions exist for all times when X is compact. His proof
follows ideas of Donaldson [31] and he translates into a heat flow on the space
of complex gauge connections. Venugopalan [I19] extended the arguments given by
Réde [97] for the Yang-Mills flow and proved short time existence together with
an uniform lower bound of the existence interval. For this argument she needed to
assume that the flow remains in a compact region of X. We verify in Lemma [3.2.5]
that this property follows from (C) and the maximum principle.

The main ingredient in our proof of the convergence of solutions to (3.5) is a
Lojasiewicz gradient inequality for the Yang—Mills—Higgs functional (Theor.
This approach was introduced by Simon [I0I] and in its implementation we follow
the arguments given by Rade [97] for the Yang-Mills flow.

Remark 3.1.3 (On assumption (A)). The proof depends on a suitable version
of the Lojasiewicz gradient inequality and requires an analytic setup. In the finite
dimensional case, it follows from the Marle and Guillemin-Sternberg normal form
that the moment map squared functional is locally analytic (see Lerman [76]). If an
analogous result is valid in our infinite dimensional setting, one might hope to remove
this assumption.

Remark 3.1.4 (On assumption (B)).

1. Holomorphically aspherical means that every holomorphic map CP' — X is
constant.

2. This assumption prevents bubbling of holomorphic spheres within the fiber
and is needed to establish sequential compactness along the flow lines (see

Proposition |3.4.9)).
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3. X is necessarily noncompact under this assumption. Suppose otherwise that
X is compact and there exists £ € g\{0} and 2y € X such that exp(§) = 1 and
the infinitesimal action L, & # 0 is nontrivial. Let  : R — X be the solution
of & = —JLy{ = —VHe(x) with He := (i, §) starting at z(0) = x¢. Since Hg
is a Morse-Bott function, 2(t) converges exponentially to critical points 2% as
t — +oo satisfying L,+& = 0. Using the S' action obtained from integrating
the infinitesimal action of £, one can rotate this flow line within X and construct
a nontrivial holomorphic sphere.

4. When X has nonpositive curvature, the distance function is plurisubharmonic
and every holomorphic sphere CP! — X is constant.

Remark 3.1.5. Important examples in which our assumptions are satisfied arise
when X is a complex vector space (see [7, [13]).

Remark 3.1.6 (Higgs bundles). Let X = g° and consider the adjoint action
of G on g¢. This action is Hamiltonian with moment map p(¢) = %[¢,(*] where
¢* := —Re((¢) +ilm(¢). Then P(X) = ad(P°) is a holomorphic vector bundle and
our assumptions are satisfied. Higgs bundles are obtained as a slight variant of
this setup where one considers holomorphic sections of the twisted bundle P(X) ®
K = Qb0(3%,ad(P¢)). While this is not covered by our general discussion, the proof
generalizes ad verbatim to this case.

Consequences of the main theorem

The infinitesimal action of £ € Q°(%,ad(P)) on A(P) x S(X, P) is given by

d
Liaws = o i exp(t€) (A, u) = (=da&, L&)

where L, : g — T, X denotes the infinitesimal action of g on X. Denote by Lf A ) the
infinitesimal action of G°(P) which agrees with the complexification of £(4 ). Then

VF(A u) = L4 hi(+Fa + p(u))

implies that solutions of (3.5) remain in a single complexified orbit. The following
result is the analogue of the Ness uniqueness theorem in finite dimensional GIT.

Theorem B (Uniqueness of critical points). Assume (A), (B) and (C).

1. Let (Ag,up) € H(P, X) and let (Ao, Uso) be the limit of the gradient flow
starting at (Ag,uo). Then

x Fa_ + pluso)||pz = inf x Fyp + U 2 =:Mm.
% Fa 4 pluso)llz gegc(P)H 940 + 1(guo)llL

2. Suppose (Bo,vo), (B1,v1) € G¢(Ag,uo) (the W2 x W22_closure) and
1% Fpy + pu(vo)llz2 = m = [ * F, + p(v1)][ 2.
Then there exists k € G(P) such that (By,v1) = k(By, vo).
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Proof. This is reformulated and proven in Theorem [3.5.1] The equivalence of both
formulations follows from Proposition [3.2.2 O

Corollary 3.1.7. Assume (A), (B) and (C). Every semistable orbit contains a
unique polystable orbit in its W12 x W22_closure and every polystable orbit contains
a unique G(P)-orbit of solutions to the symplectic vortex equations.

The corollary shows Mgy, (P, X) = Mgrr(P,X). More explicitly, this isomor-
phism is obtained by the map which sends (Ao, up) € H(P, X) to its limit (Aco, Uoso)
under . Theorem gives a complete characterization for the different stabil-
ity conditions in Definition in terms of the limit (Ao, too)-

Next, we need to recall the general construction behind the Kempf-Ness theorem.
Given (A,u) € H(P, X) there exists a G(P)-invariant functional

\II(A,u) : QC(P) — R

whose gradient flow intertwines with under the map g — ¢~ (A, u). The Kempf-
Ness theorem characterizes the stability conditions of (A4, u) in Definition in
terms of the global properties of W (4 ,,). The stable case is the main step in Mundet’s
proof of the Kobayashi-Hitchin correspondence [89] and relates the stability of (A, u)
to a certain properness of W 4 ,). The remaining cases are the content of the next
theorem, whose proof is a relatively easy consequence of Theorem [Aland Theorem [B]

Theorem C (Kempf-Ness Theorem). Assume (A), (B), (C) and let (A,u) €
H(P,X).

1. (A, u) is polystable if and only if W4 ) has a critical point.
2. (A,u) is semistable if and only if U 4 ) is bounded below.
3. (A,u) is unstable if and only if W 4, is unbounded below.
Proof. This is established in Theorem [3.5.5] O

The weights for the G¢(P)-action are defined as the asymptotic slopes of W4 4
along geodesics rays in G¢(P)/G(P). For (A,u) € H(P,X) and £ € Q°(%,ad(P)) one
has the explicit description

w((4,u),8) = lim (#Fueq + p(eu), ), € RU {oo}.

Mundet’s Kobayashi-Hitchin correspondence asserts that (A, u) is stable if and only
if w((A,u),&) > 0 for all £ # 0. We extend this correspondence to the polystable and
semistable case under the following technical assumption on a pair (A, u) € H(P, X):

(H) For all £ € Q°(2,ad(P)) it holds:

w((A,u),§) <0 = sup,q [lu(eu)lz2 < co.
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Remark 3.1.8 (On assumption (H)).
1. (H) is trivially satisfied for stable pairs (A, u) and, by Proposition m it is
always satisfied for polystable pairs.
2. By Proposition w((A,u),€) < oo implies that A, := lim; . e A exists
in C°.
3. Proposition provides a strong tool to verify (H). When X is a unitary
vector space with linear G C U(n) action, one can show that

w((Au).§) <o = lim (A u) = (As uy)

where the limit exists in C* and (H) is satisfied in this case. Similarly, using
Proposition one verifies (H) for Higgs bundles.

4. (H) admits the following geometric description: For (A,u) € H(P, X) denote
by W4 : G°(P) — R its Kempf-Ness functional.

(H?) For all £ € Q°(%,ad(P)) it holds:
sup¥ 4 ) (e*itf) <00 = sup HV\II(AU) (e*itg)HL2 < 00.
t>0 t>0

Unraveling the definitions shows (H) < (H’). This property is reasonable
to expect, since W4, is convex along geodesics. However, one can construct
examples which show that convexity of ¥4 ,) alone does not guarantee (H).

5. Unfortunately, we know little about the validity of (H) in general: We could
neither prove that it is always satisfied, nor construct an explicit counterexam-
ple. This question is already meaningful (and open) in the finite dimensional
case where ¥ = {pt}.

Consider the following properties for a pair (A4, u) € H(P, X):

(SS) For all £ € Q°(%,ad(P)) it holds w((A,u),&) > 0.

(PS) For all ¢ € Q°(Z,ad(P)) with exp(¢) = 1 and w((A4,u),&) = 0 the limit
lim; o (A, u) € (G°)?*2(A,u) exists in W12 x W22 and remains in the
Sobolev completion of the complex group orbit.

Theorem D (Polystable and semistable correspondence). Assume (A), (B),
(C) and suppose that (A,u) € H(P,X) satisfies (H).

1. (A, u) is polystable if and only if it satisfies (SS) and (PS).

2. (A, u) is semistable if and only if it satisfies (SS).
Proof. This is established in Theorem [3.6.5 and Theorem [3.6.4} O

The polystable case has been established for twisted Higgs-bundles over Riemann
surface by Garcia-Prada, Gothen and Mundet [49] by different methods. They con-
struct a Jordan-Hélder reduction and then deduce the polystable case from the stable
case. For our proof the opposite is true and the stable case can be recovered as a spe-
cial case of the polystable case. The proof is based on arguments of Chen-Sun [23].
The semistable correspondence follows from a sharp version of the moment weight
inequality stated next.
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Theorem E (Sharp moment-weight inequality). Suppose that (A,u) € H(P, X)
satisfies (H). Then for all £ € Q°(X, ad(P))\{0} it holds

w((A4,u),§) .
——— 7 772 < inf * Foa+ U 5. 37
el = geitimy || * For T ulowlle (3.7)

If in addition (A), (B), (C) are satisfied and the right hand side is positive, then
there exists a unique & € Q°(X, ad(P)) with ||&||z2 = 1 which yields equality.

Proof. This is established in Theorem [3.6.3 O

For finite dimensional projective spaces the estimate is due to Mumford
[88] and Ness [92, Lemma 3.1], and the existence of a dominant weight is due to
Kempf [68]. Around the same time Atiyah-Bott [4] established this result for the
Yang-Mills equations over Riemann surfaces. Its generalization to the hermitian
Yang—Mills equations over higher dimensional base manifolds is essentially equiva-
lent to the Bando-Siu conjecture [6], established by Daskalopoulos—Wentworth [28§],
Sibling [I00] and Jacob [65] [66]. In the context of K-stability and extremal Kahler
metrics moment-weight inequalities are due to Tian [I12], Donaldson [36], 37, [39] and
Chen [I8, [19]. In this context Chen—Sun [23] found an analytic proof of the Kempf
existence theorem on finite dimensional spaces and we extend their argument to our
infinite dimensional setting to prove existence of the dominant weight. The survey
[51] by Georgoulas—Robbin—Salamon provides an overview on the different proofs of
the moment weight inequality for Hamiltoninan actions on closed Kéhler manifolds
and its importance for geometric invariant theory.

3.2 Preliminaries

3.2.1 The moment map picture

We recall the natural Kéhler structures on A(P) and S(P, X). Since A(P) is an affine
space over the linear space Q2(3,ad(P)), it suffices to specify the Kéhler structure
on the later one. For a,b € Q!(X,ad(P)) this is defined as

wa(a,b) ::/E<a/\b>7 Jqa = *a, (a,b) 4 ::/E<a/\>kb).

For u € S(P,X) let @ : P — X be the equivariant map determined by u(z) = [p, a(p)]
for z € ¥ and p € P.. The tangent space T,,S(P, X) is represented by G-equivariant
sections of the vector bundle 4*T'X — P or equivalently by sections of the quotient
bundle @*TX/G — P/G = X. The quotient bundle is again a vector bundle over ¥
and we denote it in the following by «*T X /G for simplicity. For @, ts € T,S(P, X) =
Q%(3,u*TX/G) one defines

wg(ﬁl,ﬁg) = / w(ﬁl,ﬁg) d'UOéE, Jgﬁl = Jﬁl, <ﬁ1,ﬁ1>5 Z:/<ﬁ1,fb2> d'UOgE.
2 b))

On A(P) x §(P, X) denote the product Kéhler structure by (waxs, Jaxs, (-, ) axs)-
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Lemma 3.2.1. The diagonal G(P)-action on A(P) x S(P,X) is Hamiltonian with
moment map

®: A(P) x S(P,X) — Q°%, ad(P)), B(A,u) == *Fa + p(u). (3.8)

Proof. For (A,u) € A(P) x S(P,X) and £ € QY(X,ad(P)) the infinitesimal action is
given by

d
L(A,u)f ==

G exp(t)(A ) = (~dat, LuE) (39)

t=0

where L, : g — T, X denotes the infinitesimal action of g on X. The verification of
(3.9) is straightforward and left to the reader. The differential of the function

A(P) x S(P,X) = R, (A u) — /z<*FA + p(u), &) dvols,
is the 1-form
TAA(P) x T,S(P.X) = R, (a,1) /Z (—dat nay+ /E (Lo ).
This is precisely waxs(Liawé,-) and (3.8)) satisfies the moment map equation. [J

3.2.2 Connections on P(X) and the space S(P, X)

For x € X the infinitesimal action of g defines a map L, : g — T, X. A smooth
connection A € A(P) induces on the Kéhler fibration P(X) the covariant derivative

da: %, P(X)) = Q4w TX/G), dau:=du+ L,A

with values in the the vertical tangent bundle along « which is isomorphic to u*T X /G.
Moreover, A and the Levi-Civita connection induce a covariant derivative

Va: QE,u'TX/G) — QN Z,u* TX/G), VA€ = VE + Ve (L,A).

All these covariant derivatives extend to first order elliptic operators between suitable
Sobolev spaces.

3.2.3 The Yang—Mills—Higgs functional

The moment map squared functional (3.3]) and the Yang—Mills—Higgs functional ({3.4)
are related by the following energy identity.

Proposition 3.2.2. Let (A,u) € A(P) x S(P,X), then
YMH(A,u) = F(A,u) —l—/ |04 (u)]|? dvols; + (w — p,u) (3.10)
b

where (w — p,u) = [¢u*w — d{u(u), A).
Proof. This is Proposition 3.1 in [25]. O
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Remark 3.2.3. The term (w — pu, u) describes the pairing between the equivariant
homology class [u] € HS (X, Z) determined by u and the equivariant cohomology class
[w—pu] € HA(X,R), see [25] for more details. In particular, this term is constant on
the homotopy class of (A,w) and solutions of the symplectic vortex equation
minimize the Yang—-Mills—Higgs functional in their homotopy class.

Lemma 3.2.4.
1. The L?-gradient of F is given by

o da(+Fa + pu)
V(A u) = ( o lala bl )

2. The L2-gradient of YMH is given by

dZFA + L;‘idAu
Vidau+ dp(u)* p(u)

VYMH(A, u) = <

3. If (A,u) € H(P,X), then both gradients are tangential to H(P,X) and agree.
That is

—xda(xFpy + p(u)) =d4yFa+ Lidau
J(u)Ly(+Fa + p(w)) = Vadau -+ dya(u)*u(u)
holds for all (A,u) € H(P, X).
Proof. We leave the first two parts to the reader (or refer to [I19] and [77] for full
details). For the last claim, note that
—# da(xFa+ p(u))
J(W) Ly (xFa + p(u))

is tangential to the complexified orbit G¢(A,u) C H(P,X) and hence tangential to
H(P, X). Since H(P, X) minimizes the functional

VF(Au) = ( ) = L{g 0)i(+Fa+ p(u))

(A, ) / 1Bu|? dvols,
b

its gradient vanishes for (A,u) € H(P,X) and the claim follows from the energy

identity (3.10]). O

3.2.4 [Equivariant convexity at infinity

The next lemma shows that under assumption (C) solutions of (3.5 remain in a
compact region of X.

Lemma 3.2.5. Suppose X is equivariantly convex at infinity, let f : X — [0,00)
and co > 0 be as in (3.6). Let T € (0,00] and suppose (A,u) : [0,T) — H(P,X) is a
smooth map satisfying

Opu = —J Ly (xFa + p(u)).

Then, for ¢ > cy and S, := f~1[0,c], it holds
'LLO(P) C SC — Ut(P) C SC
for every t € [0,T.
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Proof. The proof is similar to the calculation in [24], Lemma 2.7.
In local trivializing coordinates z = = + iy define

Vy 1= 8;4u = Opu + L, A(0z), Uy 1= aﬁu == dyu + L, A(0y)
Denote by A= 02 + 8; the standard Laplacian. Then
AS() = 0V A (), v2) + By {V F (1), )
= (VEV (), va) + (VyVF(u),vy) + (Vf(u), Viive + Vyjvy)

and since f is G-invariant, we obtain

Af(u) = (Vo Vf(u),v) + (Vo, VF(u),vy) + (Vf(u), Vv + Viv,)  (3.11)
Using the characteristic equation for the curvature

vay - V;‘vm = Ly Fa(0z,0y)
and the assumption (A, u) € H(P, X), which is equivalent to v, + Jv, = 0, we obtain
Vive + Vivy = =J (Vive — Vyvs) = —JLyFa(0z,0y).

Inserting this in yields

Af(u) = (Vo VI(u), ) + (Vo VF(w),0y) = (Vf(w), ITLFa(0,,0,))  (3.12)

If f(u) > co, then the convexity assumption implies that the first two terms in (3.12))
are positive and thus

flw) > co — Af(u) < (Vf(u),JLy, * Fa)

where A = d*d denotes the positive Laplacian (which corresponds to —A in local
coordinates for some function A > 0). This yields

JW>c = (@+A)f@) < (Vf(w),~TLudp(w) <O (3.13)

where we used the second equation in the convexity assumption.
We deduce the claim from by contradiction. Suppose there exists M > ¢
such that
ty :=1inf{t € [0,T) | f(us(z)) > M for some z € X}

satisfies 0 < t; < T (i.e. inf() = oo is excluded). Let D C X be a small disc and let
to € (0,¢1) be such that

flue(2)) > co Y(t, z) € [to,t1] x D

and f(ug (20)) = M for some interior point zgp € D. It follows from that
in local coordinates f(u:(2)) is a subsolution to a parabolic equation on [tg,t;] X D
and by construction it attains its maximum on {¢1} x D. By the strong maximum
principle for parabolic equations (see [47] Chapter 2, Theorem 1), it follows that
flug(x)) = M is constant on [tg,t1] x D. This contradicts the definition of ¢; and
completes the proof of the lemma.

O



110 CHAPTER 3. YANG-MILLS-HIGGS FLOW AND APPLICATIONS

3.2.5 Sobolev spaces

We discuss mixed Sobolev spaces of time dependent sections of vector bundles. Fol-
lowing Rade [97] and Venugopalan [I19] we use a norm on H" ([0, %o, H*(%,V)) which
depends on the length ¢y of the time interval. For convenience, we use the abbrevia-
tion H® := W*?2 for L2-Sobolev spaces.

Fractional Sobolev spaces on bounded domains

The refer to [I] for the general theory of Sobolev spaces. The definition of fractional
Sobolev spaces (also called Bessel potential spaces) uses deep results from harmonic
analysis (see [I07] Chapter V.3 or [56] Chapter 2.1-3). For s € R and p € (1,00) one
defines

WHP(R") i= (1= A) 72 (LPRY), [ fllwer = |1 = 2)*2fllo.  (3.14)
For a smoothly bounded domain 2 C R™ and f € C°° () one defines

s, = i f F s, n
[ fllwsr ) fir}mg” || sp(®n)

where the infimum ranges over all F' € C§°(R™) which restrict to f. The space
WsP(Q) (resp. WiP(Q)) is the closure of C*(Q) (resp. C5°(2)) under this norm.
The extension theorem shows that WP () is the set of restriction to € of functions in
W#P(R"). In the special case p = 2 one obtains the Hilbert spaces H*(Q) = W*2(Q)
(see [78]).

Interpolation. The spaces W#P(Q) form a family of interpolation spaces in both
parameters: the degree s of differentiability and the degree p of summability. For
1 < po,p1 < 00, Sg,81 € Rand 0 < 6 < 1 it holds

WeePe (Q) =2 [P0 (Q), W1P1(Q)]g (3.15)
with sp = (1 — 0)so + 0s1, ps = (1 — 0)po + Op1 and [+, -]y refers to the holomorphic

interpolation method. The same remains valid for the spaces W3 (Q2). (See [56]
Chapter 2.4-5, [I16] Chapters 1.9, 2.4 and 4.3).

Duality. For 1 < p,q < oo, % + % =land s € R(J{ there exists a natural identifica-
tion

WP (Q) = WH9(Q)* (3.16)

which is obtained by extending the L2-product.

Products. Let s,t,u € R with v < min{s,¢} and s+t > 0. Let 1 < p,q,r < o©
with s # n/p, t #n/q, u # —n/r, and

{0 a) Ga) Ga)i=G-0) e
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Then, if f € WP(Q) and g € W9(Q2), the product fg is contained in W*7(2) and
satisfies an estimate

[ fallwer@) < Cllfllwer@llgllweaq)- (3.18)

This follows for s,t,u € Za' from the Sobolev embedding theorem and Hélder’s in-
equality. The general case is obtained from this by interpolation (3.15) and duality
(3.16]). (See [93] Theorem 9.6 for the details)

Sobolev spaces of sections H*(X%,V)

Let V' — ¥ be a Riemannian vector bundle over ¥. One can describe H*(X,V) in
local coordinates as follows: Let {U,} be an open trivializing cover of ¥ by charts and
choose unitary trivializations V|y, = U, xR™. A partition of unity subordinate to the
cover {U, } divides a section o € Q°(2, V) into a collection of functions o7, € C§°(U,).
Using the charts we identify U, with open bounded subsets €, C R? and define

o]z Z—ZHU = (020)- (3.19)

The space H*(3,V) is the completion of Q°(%, V) in this norm.

Remark 3.2.6. Let V be a smooth Riemannian connection on V. For s = k € ZSF
the norm

k
lloll =D [IV7o]]z2 (3.20)
§=0

is equivalent to the H¥-norm defined in (3.19). This leads to an alternative construc-
tion of H*(X, V) starting with (3.20)) for positive integers and then using interpolation
and duality.

The product formula ([3.18)) takes under the assumptions p=¢=r =2andn =2
the following simpler form. Let s,t,u € R with s, # +1, u # —1, s+t > 0, and

u < min{s,t,s +t—1}.

Then, if f € H*(X) and g € HY(X), the product fg is contained in H*(X) and
satisfies an estimate
fallme < C[|flla

gllme.

Time dependent Sobolev spaces H" ([0, ], H*(X,V))
Let K be a separable Hilbert space, let ¢y > 0 and let f : [0,t9] — K be a smooth
function. The following is a slight variant of (3.14)). For r € R we define

1

3

I ar (0,0, 1) :=_ inf (/ (72+t52)’”|f3’(7)||?(d7> (3.21)

Flio,t91=f —

where the infimum is taken over all F' € C5°(R, K') which restrict to f on [0, o] and
F denotes the Fourier transform.
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Remark 3.2.7. If r=k € Zg, then 1) is equivalent to the norm

k

1=

=0

; 2
—(k—g) &
tO (k—3) f

o (3.22)

L2([0,t0],K) .

As before, one could construct the spaces H"([0,%], K) using (3.22)) for positive
integers and then use interpolation and duality.

The dependence of the norms on £y has the advantage that for r; > r5 the inclusion
H"™ ([0, t0], K) = H"™([0, to], K)

has norm < Cty'~". In particular, this norm can be controlled by .

For K = H*®(X,V) one obtains the spaces H" ([0, o], H*(X,V)). These form
again a family of interpolation spaces ([I19] Lemma 6.36): For sg, $1,79,71 € R and
6 € (0,1) we have

[HTO([Oa t0]7 Hee (Ea V))a H"™ ([Oa tOL H* (27 V))]a = H"™ ([07 tO]a H?e (Za V))
with rg = (1 — 0)rg + 0r1, sg = (1 — 0)so + 0s1 and [, ] denotes the holomorphic

interpolation method.

3.2.6 The heat equation

Let V' — ¥ be a Riemannian vector bundle and let V be a Riemannian connection
on V.

Lemma 3.2.8. For every oo € QU(X,V) and to > 0, there exists a unique smooth
solution o : [0,to] — Q(X, V) solving the initial value problem

0o +V*Vo =0, c(0,-) = og. (3.23)
Moreover, there exists a constant C' > 0 such that the following estimate holds
1
ol L2 (o,t0), 11 (2,v)) < C lloo]| L2
Proof. This is a special case of Lemma 6.33 in [119]. O

From this we deduce the following estimates.

Lemma 3.2.9. Let f : [0,tg] — Q°(%,V) be smooth. There exists a unique smooth
solution ¥ of the equation

oY+ V*Vy = f, ¥(0,-) = 0. (3.24)
Moreover, the solution satisfies the estimates
1
1l (o,t0. 5 (2v)) < CLG 1P L1 (0,20),L2(2, 1)) (3.25)
and

1
||¢‘|L2([0,t0],H1(E,V)) < C(t(‘)1 ||w”L2([0,t0],H7%(E,V)). (326)
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Proof. Let P, denote the solution operator of (3.23), i.e. Py =1 and Piog(-) = o(t, )

satisfies (3.23)). The solution of (3.24]) is then given by

lb(t,'):/o P, f(s,-)ds.

The Minkowski inequality and Lemma [3.2.8| yield

to t 2
[l L2y < </0 (/0 || Pi—s f(8, )| mn ds) dt)
to to %
g/o </ ||Ptsf(s7~)||§11dt> ds

1 to
<ot} / 1£(s: |2 ds

1
2

and this proves (3.25)). Abbreviate
H™ = H'([0, o], H(Z, V).
Parabolic regularity (see [I19] Lemma 6.35) yields

[l sy <CUANL 3 30 Il 33 <CIAL 3y

4 4

. . . . 3 _1 _13 .
and, since H%! is an interpolation space between H1~z and H 12, it follows

1
[llon < CIFIL, 3.3 < CHANFNl oy

1
4 2

This establishes (3.26)) and completes the proof.

3.2.7 Sobolev completions and regularity assumptions

For the main part of the article, we need to consider suitable Sobolev completions of

the various spaces defined in the introduction. The space

S*3(P,X) = W**(%, P(X))

contains all continuous sections u : ¥ — P(X) which in any trivialization of P(X)

and local coordinates on ¥ and X are of Sobolev class Wiﬁ.

It carries a natural

topology, since W22 (R?) < C°(R?) is in the good range of the Sobolev embedding:
For u € S(P, X) let € > 0 be smaller then the injectivity radius of X along the image

of u. Then
{6 € W*2(Z,u*TX/G)|||t||w22 < €} — S**(P,X), @+ exp,

defines a homeomorphism onto its image.
With respect to a smooth reference connection Ag € A(P), we define

AY2(P) :={Ap +ala € WH(2, TS @ ad(P))}
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and denote
HY2(P,X) := {(A,u) € AV*(P) x S*?(P, X)|dau = 0}.
The W22 completion of the gauge groups
G22(P) == W**(2,Ad(P)),  (G°)**(P) := W**(, Ad(P x¢ G°))

are similar defined as S*2(P, X) by requiring their sections to be of Sobolev class
W22 in any local trivialization. These groups act continuously on §*2(P, X), A»?(P)
and H?(P, X) as one readily checks.

Lemma 3.2.10. Let (A,u) € HV?(P, X).
1. There exists g € (G¢)*2(P) such that g(A,u) is smooth.
2. If (A,u) is a critical point of YMH satisfying
da(xFa+p) =0, Ly(xFa+ p(u)) =0 (3.27)
then there exits k € G>?(P) such that k(A,u) is smooth.

Proof. This lemma is proven as in the Yang-Mills case. First, there exists g € (G¢)??
such that gA is smooth (see [4], Lemma 14.8). Then J,4(gu) = 0 and elliptic regu-
larity yields that gu is smooth. This proves the first part of the lemma.

For the second part we pass to a Coulomb gauge and choose a smooth reference
connection Ay € A(P) and k € G**(P) such that d% (kA — Ag) = 0. By ,
a = kA — Ag satisfies

Agya=da, x Fa, + %[a Aa) + da,(pku)) + [a A (xFpa + p(ku))]. (3.28)

Suppose first that a € H' and v € H?. Using the multiplication theorem H' ® L? —
H™2, one sees that the right hand side of isin H~2 and hence a € H2. With
this improved regularity, the right hand side of is now contained in H° and
hence a € H?. The holomorphicity condition

0 = Opa(ku) = da, (ku) + (Lgwa)™

then yields u € H®. Repeating this argument, one shows k(A,u) € H* x H**? for
every £ > 2 and this completes the bootstrapping argument. O

3.3 The Lojasiewicz inequality for Gelfand triples

We establish an infinite dimensional version of the Lojasiewicz gradient inequality
following closely the arguments of Rade [97] and Simon [I0I]. This result is an
important ingredient in proving convergence of the Yang—Mills-Higgs gradient flow.

Let H be Hilbert space and let V' C H be a dense subset. Suppose V is a Hilbert
space in its own right with respect to an inner product (-,-)y and assume that the
inclusion V' C H is compact. Identifying H with its dual, we obtain the Gelfand
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triple V.C H = H* C V*. Let F : V — R be a real analytic function and denote its
differential by
M:=dF:V = V*.

Assume F' vanishes to the first order at the origin, i.e. F/(0) =0 and M (0) = 0. The
linearization of M at the origin is given by

L=dM(0):V V"
and we call this map the Hessian of F' at the origin.

Theorem 3.3.1. Assume the setting described above and suppose there are constants
d,¢ > 0 such that

|| La|

ve 2 0llzlly — cllzl[g (3.29)

is satisfied for all x € V. Then there exist ¢,C > 0 and vy € [%, 1) such that for all
x €V with ||z||lv < € it holds

ldF (@)|lv- = C|F(z)[".
Proof. The proof consists of six steps.

Step 1: L has finite dimensional kernel and closed range.

The proof is left as an exercise and uses the assumption that V' C H is compact.
The result follows as in [86] Lemma A.1.1.

Step 2: Construction of the finite dimensional approximation.

Let K := ker(L) and denote its orthogonal complement by W’. The image
W' .= Im(L) C V* agrees with the annihilator of K. Identifying K* C V* with
the annihilator of W' yields decompositions

V=KaoW, V' =KaoWw"

and L restricts to an isomorphism L : W' — W”. Tt follows from the implicit
function theorem that there exists € > 0 and § > 0 such that for every x € K with
llz|]lv < e there exists a unique ¢(z) € W’ with ||¢(z)||v < J solving the equation
M(z + ¢(x)) € K*. Moreover, the function

¢ : B(0; K) — Bs(0; W)
is analytic. Define
fiB(0;K) =R, f(z):=F(z + ¢(x)).

This is a real analytic function on a finite dimensional domain.

Step 3: For x € B.(0; K) it holds df () = M (z + ¢(z)) € K*.
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For z,y € K the chain rule yields
(df (2), y)vexv = (M(z + ¢(2)),y + do(z)y)vexv
and this proves the claim, since M (z + ¢(x)) € K* annihilates do(x)y € W'.
Step 4: Decompose x € V with ||z||y < € as
z=1z0+ ¢(xo) + 2’ (3.30)
with o € K and ' € W’. For sufficiently small € > 0 there exists C > 0 such that
v+ = C(||df (xo0)

holds for all x € V' with ||z||ly < e.

|| M ()| ve =+ [l2'|lv) (3.31)

The terms in the decomposition (3.30) satisfy the estimates
llzollv < Cllzllv, llé(xo)llv < Cllzllv, [l2llv < Cllz|lv. (3.32)
Using Step 3 we obtain
M(z) = M(zo + ¢(z0) + )

= df (zo) + /0 dM (xg + ¢(xg) + ta' )z’ dt
=df (zo) + L2’ + /0 (dM (zo + ¢(xo) + ta') — dM(0)) 2’ dt.

Since dM is continuously differentiable, it follows from (3.32)) that there exists an
estimate

st} |[dM (o + ¢(x0) + ta’) — dM(0)|[tom(v,v+) < Cll7|lv < Ce.
te[o,1

Since df (xg) € K* and Lz’ € W we have
ldf (20) + La'|

ve + [[La] ve + 2] lv).

ve 2 O (||df (zo)]

ve) 2 C([[df (zo)]
Combining these estimates yields
1M (@)[lv- = Colldf (wo)llv+ + [|2']lv) — Caella’llv
and this proves (3.31]) after possibly shrinking ¢ > 0.
Step 5: For sufficiently small € > 0 there exists C' > 0 such that
|F ()| < f(wo) + C|2'|[} (3.33)

for all x € V with ||z||y < e.
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The Taylor expansion of F yields:
F(z) = F(zo + ¢(x0) + 2')
= f(zo0) + /01<M($o + ¢(x0) +ta'), 2" )y v ds
= f(@o) + (M(zo + ¢(20)), ") v+ xv

11
+ / / (dM (xg + ¢(x0) + sta’)sz’, 2" Yy dsdt
o Jo

1
= f(xo) + (df (z0), 2" ) vxv + §<Lx/’f€'>v*xv + (Lo’ ")y xv

where
11
Lo’ = / / s (dM (w0 + dlz0) + sta’) — dM(0)) 2/ dsdt.
o Jo
As in Step 4 one shows that this term satisfies an estimate
(Lo’ z")vexv < Cllallv]a’|l5 < Cella’||.

The open mapping theorem yields the estimate (Lz’, 2)y«xy > C||2'||}. Combining
these estimates yields

|F(2)] < f(zo) + Cill2'|[}, — Cael|2'|}
and this proves ([3.33)) for sufficiently small € > 0.
Step 6: For suffiently small € > 0, there exists C' > 0 and v € [%, 1) such that

|| M ()|

Ve = ClF (@) (3:3)
for all x € V with ||z||y < e.

The gradient inequality of Lojasiewicz [80] shows that for sufficently small ¢ > 0
there exists C > 0 and v € [%, 1) such that

\ldf ()lv = [f (@)

for all x € K with ||z||v < e. Since K is finite dimensional, there exists a constant

such that C||df (xo)||v+ > ||df (zo)||v. Now the estimates (3.31)) and (3.33) show

1M (@)[lv+ = C(ldf (o)llv+ + [l'[lv)
> C1||F ()| = Call2'|[} | + Cslla||v-

We may assume that |F(z)| < 1 for all z € B.(0,V) and then follows ([3.34]) with
C .= min{C’12*7,Cg/\/202}. O]
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3.4 Convergence of the Yang—Mills—Higgs flow

In the first section weak solutions of the gradient flow are defined and the
existence and regularity of solutions are discussed. The second section contains a
proof of the Lojasiewicz gradient inequality for the Yang—Mills—Higgs functional.
Combining this inequality with an interior regularity result in the third section, we
can then prove that solutions convergence under the additional assumptions (A),
(B). This approach is very similar to the one developed by Réade [97] in the Yang—
Mills case.

3.4.1 The gradient flow equations
Definition 3.4.1 (Negative gradient flow of YM®H). A (weak) solution of

8tA = 7dj<4FA - L:dAU

3.35
Ou = —Vidau — dp(u)* p(u) (8:35)

is a continuous map (A, u) : [0,00) — HY?(P, X), such that there exists a sequence
of smooth solutions of converging to (A,u) in C°([0,00), H' x H?).

Definition 3.4.2 (Negative gradient flow of F). A (weak) solution of

O A = xdg(xFp + p(u))

Opu = —J Ly, (*Fa + pu(u)) (3.36)

is a continuous map (A,u) : [0,00) — HV2(P, X), such that there exists a sequence
of smooth solutions of converging to (A,u) in C°([0,00), H! x H?).

By Lemma [3.2.4] both of these flows agree:
(A, u) is a weak solution of (3.35) <= (A4,u) is a weak solution of (3.36).

The following theorem is a slight extension of a result of Venugopalan [I19] (she works
in the H' x C topology and needs to assume that the flow remains in a compact
region of X).

Theorem 3.4.3. Assume (C) and let (Ao, ug) € HY2?(P, X).

1. There exists a unique solution (A,u) € C°([0,00), H}?(P, X)) of with
A(O) = A() and ’LL(O, ) = UgQ-

2. The map ® : [0,00) — L*(X, T*Y @ ad(P))

O(t) = *Fyq) + plu(t)) (3.37)
is contained in the spaces C°([0, 00), L?) and L?,.([0,00), H').

3. The solution g : [0,00) — (G)*2(P) of the ODE
97 (0)g(t) = W+ Fagy + p(ul®)),  g(0) = 1. (3.38)

is continuous with values in H? and satisfies (A(t),u(t)) = g(t)~* (Ao, ug)-
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4. The solutwn (A( ) of (5.36), the map ®(t) in and the solution g(t)
of (3-58) depend contmuously on the initial condztzon (Ao,uo) € HY2(P, X) in

the respective topologies stated above.

Proof. Let f : X — [0,00) and ¢y € R be as in (3.6). By Lemma the compact
sets S. := f710,¢] with ¢ > ¢o have the following property: If (A(t),u(t)) is a
gradient flow line starting at (Ag, up), then

Uo(P) C S, — Ut(P) cS. vt>D0. (339)

Venugopalan proves long time existence by establishing short time existence together
with an uniform lower bound on the existence intervall. When we restrict to the
set S her analysis yields uniform lower bounds for the existence interval for any
solution with ug(P) C S.. Now Theorem 1.1 in [I19] shows that for any Ay € H!
and ug € CY there exists a unique (weak) solution (A,u) € C°([0,00), H! x C?).
Moreover, the proof shows the solution (A,u) depends continuously on the initial
condition (Ag,up), the moment map term ®(t) := *Fyq) + p(u(t)) is contained
in the space C°([0, 00), L?) N L2, .([0,00), H') and depends continously on the initial
condition (A, uo) in these topologies. The additional regularity ® € LZ ([0,00), H')
is somewhat hidden in her proof and follows from the consideration of the space
Up(to) at the end of the proof of Proposition 3.3. There she shows ® € H2+e—26
H~22 and this embedds into L2(H') by interpolation.

By the Sobolev embedding H' x H? — H'xC", we obtain for any initial condition
(Ag,up) € H' x H? a solution (A4,u) € C°([0,00), H* x C?). We claim that there
exists a continuous path of complex gauge transformations g : [0,00) — (G)>2(P),
depending continuously on the initial condition (Ag,wug), such that (A(t),u(t)) =
g(t)71(Ap,up). By continuity of the gauge action, this readily implies that (A4,u) €
C°([0,00), H! x H?) and it depends continuously on the initial condition.

By (3.38) it holds g € H},.([0,00), H'), since ® € L2, ([0,00), H'). And by
it holds ;A € L2 ([0,00), L?). Hence B(t) := A(t) — g(t) "' Ao € H},.([0,00), L")
and

B(t) = [*B(t),®(t)],  B(0)=0.

If B is smooth, this implies B = 0. In general, one can approximate weak solutions
by smooth solutions and deduce then B = 0. This shows A(t) = g(t)"! 4, for all
t > 0. Since g € H},([0,00), H') and A € C°([0,00), H') depend continuously on
the initial condition in H' x H?, it follows from the equation

A = (g(t) " A0)™ = Ao + g(t) ' Dap9(t)

and standard elliptic bootstrapping arguments that g € C°([0, 00), H?) depends con-
tinuously on the initial condition. One readily checks u(t) = g(t) 'ug and this
completes the proof. O

3.4.2 The Lojasiewicz gradient inequality

The Lojasiewicz gradient inequality is the key ingredient in proving uniform conver-
gence of the Yang-Mills-Higgs flow. This approach is due to Simon [I0I] and we
follow quite closely the arguments of Rade [97] in the Yang—Mills case.
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Theorem 3.4.4 (Lojasiewicz gradient inequality). Assume (A) and let (Aso, o) €
HY2(P, X) be a critical point of YMH. Then there exist e,C > 0 and v € [%, 1) such
that for alla € HY(S, T*Y®ad(P)) and @ € H*(X,uw*TX/G) with ||a|| g +||4]| g2 < €
it holds

HvyMH(AOO +a, €XPy IlAl’)HHfleQ

> | YMH(As + a,exp, _ 4) — YMH (A, tso)|”.
Proof. See page [121 O

(3.40)

By Lemma every critical point (Ao, uo) € H"?(P, X) of the YangMills-
Higgs functional is gauge equivalent to a smooth pair. Since the estimate
is G22(P) invariant, we may assume in the following that (Au.,us) € H(P, X) is
smooth.

The infinitesimal gauge action induces for s = £1 the L?-orthogonal splittings

H (S, T*Y @ ad(P)) ® H*Y (2wl TX/G) = [Tt @ Vs t! (3.41)
with
= {(=daé Lu 6 | € € HOTH (S, ad(P))}
Vesth = {(a,0) € H® x H*T' |dy_a+ L, 0 =0}
Define

E: V1?2 4R, E(a,t) := YMH(Ax + a,exp, _ G).

When ||@i|| . is smaller than the injectivity radius of X along u.(P), the L2-gradient
of E is given by

VE(a,u) = Ily o T(4,4) VYMH(As + a,exp,__ @)
where

T(a,ﬂ) : ,‘T(Aoo«H:L,expuOo a) ('A X S(P7 X)) - T(Aoo,uoo
T(a,'&) (bv ’U) = (bv d equjol U)

y(A X S(P, X))

and ITy, denotes the orthogonal projection onto V=10 in (3.41). The next theorem
establishes the Lojasiewicz inequality for F and we show below that this is equivalent
to Theorem 3.4.4

Theorem 3.4.5. In the setting described above, there exist €,C > 0 and v € [%, 1)
such that for all (a,4) € VY2 with ||a||gr + ||4]| g2 < € it holds

[IVE(a,0)||g-1x12 > C|E(a, @) — E(0,0)|. (3.42)
Proof. E is an analytic functional by assumption (A) and we claim that its Hessian
VZE(0,0): V12 —» V1o
satisfies the elliptic estimate

16, o)l xiz2 < C (IIV2E(0,0)(b, 0)l| 51522 + [1(0,0) |2 110) (3.43)
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for all (b,v) € V2. Then Theorem follows directly from Theorem [3.3.1]
The Hessian @ of the Yang-Mills—Higgs functional at (A, us) has the shape

Q(b,v) = (dy_da b,V _Va_v)+ R(b,v)

with some compact operator R. As a Hessian, this operator is symmetric and it
follows from the gauge-invariance of the Yang—Mills—Higgs functional, that it restricts
to the Hessian of F, i.e.

V2E(0,0) = Q|y12 : V2 5 V10
takes indeed values within V1. Now consider the operator
A= QF LiamurCin uy V22 5 y-10g 0
This has the shape
A(b,v) = (d_da b+da_dy_b,Vi_Va_v)+R(bv)

with some compact operator R. In particular, A is Fredholm and satisfies the elliptic
estimate

(b )| 12 < C (A, )|l r-1 522 + [[(0,0)[L2x 1) - (3.44)
Since L4, us)L{a.. u..) Vanishes on V12 we have Aly1.2 = V2E and 1) follows
from (3.44)). O
Proof of Theorem[3.].4 Since the Yang-Mills-Higgs functional is gauge-invariant, it

follows from the implicit function theorem that we may assume (a,4) € V%2 with
respect to the splitting (3.41)). Let € > 0 be sufficiently small, let (a,@) € V12 with
lla|[g1 + ||%]| g2 < € and denote (A, u) = (As + a,exp, _ @). Then
IVE(a,2)||gr-1x 12 < C||T(a,0) VYMH(A,0)|| -1 12
< ClIVIMH(A, w)||g-1x 12
and Theorem B.4.4] follows from Theorem [3.4.5 O
Remark 3.4.6. Theorem [3.4.4] is in fact equivalent to Theorem [3.4.5] To see this
denote by II; the projection onto I° in (3.41). With the same notation as above
follows
||HI (e] T(a’ﬁ)VyMH(A, U/)HH—l x L2

< C||£?Am,uoo)T(a,ﬁ)VyMH(A»U)||H—2xH—1

= CH([’?AOC,uOC)T(a,ﬁ) - E?A,u))vyMH(Av u)||H_2><H_1
where the second equation uses E’{A’M)V)}MH(A,U) = 0. One verifies that the

*
operator norm of ,C(A
zero. Hence

L1 0 Ty g VYMH(A, )51 22 < C(O)[VYMH(A,u) |2
where C'(e) > 0 tends to zero as e — 0 and therefore

IVE(a, 0)||g-1xL2 = CIIVYMH(A, u)||g-1x L2

Ta,a) — L£{4,, tends to zero as ||a||g + [|d]| g2 tends to

oo7uoo)

for sufficiently small € > 0.



122 CHAPTER 3. YANG-MILLS-HIGGS FLOW AND APPLICATIONS

3.4.3 Interior regularity

Theorem 3.4.7. Let (Aw, o) € HY2(P,X) be a critical point of YMH. There
exists eg > 0 such that for every € € (0,¢q) there exists C > 0 with the following
significance: let T > 1 and let

(a,2) : [0,T] — H' (X, T*Y ® ad(P)) x H*(Z,u’ , TX/G)
be a continuous map such that (A(t),u(t)) = (As + a(t),exp, _a(t)) C H"*(P,X)
is a solution of and ||a(®)||gr + [|@(t)||m2 < € for allt € [0,T]. Then

T T
/ 9sall s + |sitl| = dt < C / IVYMHA®), u(t))| 2 dt.
1 0

Proof. By Lemma [3.2.10, we may assume that (Ao, tuso) € H(P, X) is smooth, after
applying a suitable gauge transformation. The idea of the proof is then to show that
the derivatives

b:=0ia = *da(xFa + pu(u))
v =0yt = dexp, (@)~ (=V¥dau— JLyp(u))

are solutions of the heat equation up to some perturbation which can be controlled.

Note that the later expression is well-defined for sufficiently small € > 0, i.e. when

[|a]| L~ < C||t||g= < Ce is smaller than the injectivity radius of X along the image of

Uso- Using standard estimates for the heat equation, we can then deduce the interior

regularity estimate. In the following fix a small time 0 < to < min{1,7/2}.
Differentiating b in time gives

Otb = O (xdA(xFa + u(u))) = —dydab + [xb, xFa + p(u)] + *d a (O pu(u))
From the gauge-invariance follows d%b + L, (0,u) = 0 and hence
Opb 4+ A b = [¥b, xF 4 + p(u)] + daLy(0pu) + *da(Oppu(u)).
Finally the Bochner-Weizenbock formula yields the relation
Apb=ViVeb+ Faxb+ Ry xb

where x denotes some bilinear expression and Ry is the Riemann curvature tensor
of . Then follows

(Ot + Vi Ve)b=Veaxb+axVeb+axaxb+ Foo xb+ Ry xb+bx pu(u)
+a X Ly (0u) + a X (Opp(w)) + Voo (Ly(0s11)) + Voo (O e(w))

Now choose a smooth cut-off function n(t) such that n(t) = 0 for n € [0,%,/2] and
n(t) =1 for t € [tg, 2tp]. Then nb satisfies

(0 + V5 Voo ) (mb) = 1(0¢ + Vi, Voo )b+ 1/ (£)b.
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and vanishes at t = 0. Lemma [3.2.9] shows

1
HanLZ([OQto],Hl) < Cté ||77(vooa Xb+--+bx M(u))||L2([O,2to],H_%)

+ Ct&”n(a X Lu(atu) et Voo(atﬂ(u))”‘L2([072t0]’H*%)

1
+ Ctg | 1m:bl| L1 ((0,2¢0),£2)

Using the assumption ||a(t)||z1 +||@(t)||gz < € and the multiplication theorem H! ®
L? — H~z it follows:

Hn(vooa/ Xb +---+ b x M(u))HLQ([O,QtO],H_%) S Ce”anLz([O,Qto],Hl)

[n(a x Lu(9u) + - - + Voo (Gpp(w)) )| < CellnollL>(j0,2¢0),12)

L2([0,2t0], H™ %)

By choosing t( sufficiently small we thus obtain
1
bl L2 (j0,2¢0),111) < €lln'bl L1 (0,200),22) + Ctg |n0]| 2 ([0,260], 712) (3.45)
Next, we need to obtain a similar estimate for v. Define
U HY(S, T*S © ad(P)) x H2(S,u* . TX/G) — H 2 (S, u’ TX/G)
U(a,a) := dexp, . (—~Vidau — JLyp(u))

with A = A +a and u = exp,__ 4. This is continuously differentiable and satisfies
¥(0,0) = 0. In particular,

v="VY(a,0) = d¥(0,0)(a,d) + q(a, i)

where ¢ vanishes to the first order. Differentiating this equation with respect to ¢
yields
Opv = d¥(0,0)(b,v) + Orq(a, @)
=-Vi. Va v —Vy(JLy pt(too)) = Vi Ly b+ Vb xda s
+ dQ(ata ﬁt) [b7 U]
Let n be the same cut-off function as above. Then nv vanishes at ¢ = 0 and solves
the equation
(Or + V*Aoc VA@O)(WU) = _vnv(JLumM(uoo) - quoo L., (nb) + V(nb) X oo Uoo
+ n0eq(as, i) [b,v] +1'v

It follows from Lemma [3.2.9] that

1
InvllLz(o,260),51) < Ctg |l = Vigo (I Lug pltioo) — - .. + V(1) x doouooHL2([0,2t0],H’%)

1
+Ctglindg(ar, @) b vlll g o) -4

+ Ctg |ImiwllLr (o.260),L2)
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The first term satisfies the estimate

Il = Vo (J Ly t(uos) = -+ 4+ V(nb) X dOOUOOHLz([OQtO]’H—%)
< Cllnvll2qo,2t0),11) + ClInbllL2((0,2¢0), 11

and it follows from the definition of ¢ that

|Indq(az, @), ]|, ) < Ce(llmbllz2 o201, 1) + o]z o 210, 52)

([0,2t0],H™ 2

For sufficiently small t5 > 0 we thus get

vl L2 (j0,2t0], 1) < ClImgvll L (o,260],22) (3.46)
+ Ctg (Invll L2 (j0,260),12) + [10]] L2 ((0,2¢0), E1))

Finally, differentiating the holomorphicity condition dsu = du + L, A% = 0, we
obtain by elliptic regularity the estimate

el < Cllvellmr + 110 | 0)- (3.47)
Combining (3.45] (3.46) and ([3.47) yields for sufficiently small to > 0

|0]| L2 ([0,260), 511) + 701 L2((0,2¢0), 52) < C (117B]| L1((0,260),22) + |10 L1 ((0,2¢0),2.2)) -

In particular

01 21 (1to,200]. 1) + |10 L1 (110.200), 122)
<t (|1nbll 2 (0,2t0), 11y + 1101122 ((0,210), 52))
1
< Ot (IIn'bll L1 (0.260],22) + |00l L1 (0,2¢0,22))

< Cto ? (bl Lr(0,260),22) + 10l L1 (10,260],22)) -

The proof follows now by subdividing the interval [0, 7] into smaller intervals of length

to and applying the estimate above to each pair of successive subintervals.
O

3.4.4 The convergence theorem

The next theorem establishes uniform convergence of the Yang—Mills—Higgs flow.

Theorem 3.4.8. Assume (A), (B) and (C). Let (Ag,ug) € HY?(P,X) and let
(A(t),u(t)) be the solution of (3.36). There exist C,3 > 0 such that for all T > 0

/ 10, A®) ||z + ||Osu(t)]| g2 dt < CT—5.
T

In particular, (A(t),u(t)) converges uniformly in H* x H? to a critical point (Aso, Uso)

of YMH.

The following compactness result arises from a combination of Gromov compact-
ness for holomorphic curves and Uhlenbeck compactness.
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Proposition 3.4.9. Assume (B), (C) and let (A(t),u(t)) C HY2(P, X) be a solution
of . Then there exists sequences of times t; — oo and of gauge transforma-
tions k; € G*2(P) and a critical point (Aso,Uso) of VMM such that k;(A(t;),u(t;))
converges to (Aoo,Uso) in H* x H2.

Proof. This is a special case of Theorem 1.2 in [I19]. O

Remark 3.4.10. In general, we expect the convergence of u(t;) only modulo bub-
bling in finitely many fibers, as stated in [I19] Theorem 1.2. Assumption (B) rules
the formation of bubbles out and is crucial for the result stated in Proposition

Proof of Theorem [3.4.8, Let (A(t),u(t)) € H“2(P,X) be a solution of (3.36). Let
t; — 00, kj € G#?(P) and (A, ux) be as in Proposition above. Choose
€ > 0, such that the Lojasiewicz gradient inequality in Theorem [3.4.4]is satisfied with
respect to (Aso, Uoo). Let § € (0,¢€) and choose j > 1 such that

1A = kAt + [ expy _ (kju(t;))l| = < 6.

Since the gradient flow and the Lojasiewicz inequality are G22(P)-equivariant, we
may assume k; = 1 and ¢; = 0.

The gradient flow depends continuously in the CO(H! x H?) topology on the
initial conditions by Theorem [3.4.3] Since the flow is constant at the critical point
(Ao, Uoo) this yields

1A(L) = A(0)[[ 1 + | exp, 2 ur — exp,, - uol|m2 < p(6)
where p(6) — 0 as § — 0. Define
=inf{t > 0| ||A(t) — Aco||m: + ||expgolo ut|| g2 > €}

By choosing § > 0 sufficiently small, we can guarantee 7 > 1. For 1 <s<T
define 4(s) := exp;olo u(s). The interior regularity estimate in Theorem and the
Lojasiewicz gradient inequality in Theorem [3.4.4] yield

|A(s) = Aol |r, + [18(s)]] 2

<p0)+ [ 1AWl + |00 (0) |
1

o+c [ O A1z + 100l = dt
VY MAH(AW)|ar 1o
+C/ (VMH(A, 1) — YMH(Ar, 1100))7
< p(8) + C (YMH(A(0),u(0)) — YMH(Ase,use)) 7 .

dt

For § > 0 sufficiently small, this shows T = oo and the integral [ [[0,A(t)|[r +
[|0cu(t)|| g2 dt < oo is finite. This proves that (A(t),u(t)) converges uniformly in
H' x H? to a critical point (Au,@iss) of the Yang Mills-Higgs functional.

Repeating the argument from above, with respect to the critical point (flom Uoo)
we obtain for all sufficently large T

/T 10 A®)|ars + 11008(8) 2 dt < F(T — 1)1
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with f(t) := (YMH(A(t),u(t)) — YMH(Awe, ). Since
F'(t) = ~[[VYMH(A(), u(t)l[7: < —Cf()*

it follows f(t) < Ct™% and hence
[ 1Al + 11000 12 e < (7~ 1)
T

for all sufficiently large 7. This is equivalent to the estimate in the Theorem and
completes the proof. O

We state some consequences of the proof for later reference.

Corollary 3.4.11. Assume (A), (B), (C) and let (B,v) € H(P,X) be a critical
point of the Yang-Mills—Higgs functional. There exist C,eg > 0 and v € [L,1)
with the following significance: let (A, u) : [0,00) = H(P, X) be a solution of
satisfying || A(0)— B|| g1 +|| exp, t w(0)|| gz < €0 and YMH(A(t),u(t)) > YMH(B,v)
for allt > 0. Then

1. The limit satisfies YMH (Ao, Uoo) = YMH(B,v).

2. For every e > 0 exists 0 € (0,¢€g) such that

| 10A® -+ (o)l de <
0

whenever ||A(0) — B||g + || exp, L w(0)||gz < 4.

3.5 Uniqueness and the Kempf—Ness theorem

3.5.1 Uniqueness of critical points

The next result is a reformulation of Theorem [B]in the introduction and the analogue
of the Ness uniqueness theorem in finite dimensional GIT. The proof is based on
arguments of Chen—Sun [23] in the finite dimensional differentiable setting,.

Theorem 3.5.1 (Uniqueness of critical points). Assume (A), (B) and (C).
Let (Ag,ug) € HY2(P, X) and (Ao, us) be the limit of the Yang-Mills—Higgs flow
3.36]) starting at (Ag,up). Then (Ao, tso) € (G€)2:2(Ao,ug) (the H' x H? closure)
and

inf
ge(ge)22(P

Moreover, if (B,v) € (G°)>2(Ao,uo) and YMH(B,v) = YMH(Ax,Uxo), then
(B,v) € G*?*(Auo, Uoo)-

Proof. The proof consists of four steps.
Step 1: Let (B,v) € HY2(P,X) and let g; : [0,00) — (G°)*%(P) satisfy

9;(0) 1 95(t) = i (Fy, -1 + ulg; () "' v))
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for j € {0,1}. Using the Cartan decomposition, write

g1(t) = go(t)e" D k(t)
with n(t) € H?*(X, ad(P)) and k(t) € G>2(P). Then n(t) and k(t) are uniformly
bounded in H?.

Denote by 7 : G¢ — G¢/G the canonical projection. The homogeneous space
G°¢/G is a complete Riemannian manifold with nonpositive curvature and for ¢ > 0
the curve (s, t) := m(go(t)e?*"™®) is pointwise the unique geodesic of length ||n(t)]]
connecting 7(go(t)) and 7(g1(t)). This yields

0
= 2(g1 ()~ g(8), in (1)) — (9o(t) " g0(t), in(t))
= 2(:Fy, (15 — *Fyo)-15,0(1)) + 2{u(g1() ") — p(go(t)~10), m(t)).-

Abbreviate (Bs.t,vs) := e ¥ go(t)~1(B,v). Then

1
Oulln(®)||? =2 / (V20,7057 ds = 2 / 0017, D) ds
0

1
Orln(t)|I? = 2 / Du(+Fp,., + plveg), (1)) ds
0

= —2(Ap, ,n+ Ly, Lo, n(t),n(t))

1
= —A(lln®1) - 2/0 (1w nOIP + llda. () ds

Thus ||n||? satisfies the differential inequality (9; + A)||n||? < 0 and by the maximum
principle for the heat equation n(t) is uniformly bounded in L*°. Since (B;(t),v;(t)) :=
(g;(t)71B, gj(t)"'v) satisfies , it converge uniformly in H' x H? by Theorem
Hence it follows from the equation

Bi(t) = g1(t) "B = k() 'e "W go(t) B = k(t) e~V By(t)

and elliptic bootstrapping that n(t) and k(t) are uniformly bounded in H2.

Step 2: Let (Bo,vo), (B1,v1) € HY2(P, X) be critical points of the Yang—Mills—
Higgs functional. If (By,v1) € (G¢)*%(Bo,v0), then (By,v1) € G*%(By,vo).

Choose § € (G¢)?2(P) such that §=!(B1,v1) = (Bo,vo). By Theorem Mthere
exist go, g1 : [0,00) = (G¢)?2(P) solving
9090 = *Fp, +p(vo),  90(0) =1, g5 ()(Bo,vo) = (Bo, o)
g g =#Fp, +p(v),  0(0)=3 g ()(Bo,v) = (Bi,vn).
Both of these curves satisfy the conditions of Step 1 with (B,v) = (Bp,vp). Using
the same notation as in Step 1, write g1 (t) = go(t)el?®k(t), and conclude that there

exists a sequence t; — oo such that k(t;) — ks and 7n(t;) — 7 converge weakly in
H? and strongly in WP, Then

L —isn L
Bst;, = Bsoo :=€"""=By,  dp,, n(t;) = dB, Mo
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where (Bs 4, Vst) i= e (1) (By, o) as in Step 1. Tt follows from the calculation in
Step 1 that
1
oulallzs =2 [ llda. s + 1L, 3 ds
0
and we may assume in addition
lim ||dp, , n(t;)l|z> + [| Lo, ., 1(t;)]| 22 = 0.
j—o0

At s = 0 we obtain L, )7 = 0 and hence

(B1,v1) = g1(t;) " (By,01) == kte = (By, vo) = k! (Bo, vo)-
This shows (By,v1) € G*2(By,vo) and completes the proof of Step 2.

Step 3: Let (Ao, uo), (Bo,vo) € H*(P,X) and denote by (Ao, too), (Boos Voo)
the limits of the Yang—Mills—Higgs flow starting at (Ao, uo), (Bo,vo) respec-
tively. If (Bo,vo) € (G)%2(Ao, uo), then (Boo, Vo) € G2 (Aso, Uso)-

Denote by (A(t),u(t)) and (B(t),v(t)) the solutions of (3.36]) starting at (Ao, ug)
and (By,vg) respectively. Choose § € (G¢)%?(P) such that (Bg,vo) = §~ (Ao, uo)-
Then, by Theoremm there exist go, g1 : [0,00) = (G¢)?2(P) solving

9o 'Go(t) = P(A(t),u(t)),  9(0)=1, g5 (t)(Ao,u0) = (A(t), u(t))

g gi(t) = e(B),u(®),  91(0)=7, g7 ()(Ao,u0) = (B(t), v(t)).

Both of these curves satisfy the conditions of Step 1 with (B,v) = (Ao, up). Using
the same notation as in Step 1, write g1(t) = go(t)el"®k(t). Then there exists a
sequence t; — oo such that 7(t;) — s and k(t;) — koo converge weakly in H? and
strongly in W1P. As j tends to infinity in the equation

(B(t;), v(t;)) = k(t;)~'e ") (A(t;), u(t;))

both sides converge in LP x WP and this yields (Beo, Vo) = ke 1= (An, oo )-
This proves (G¢)??(Aso, Uso) = (G)?2(Boo, Vo) and Step 3 follows from Step 2.

Step 4: If (B,v) € (G°%)?2(Ao,ug) and YMH(B,v) = YMH(Ax, ), then
(B,v) € G*%(Aso, tisc).-

It follows from Step 3 that

VYMH(Ax, Uss) = inf YMH(gAg, gug) =: m.
( )= e o) (9o, guo)

Note that the solution (B(t),v(t)) of the Yang-Mills-Higgs flow starting at
(B,v) remains in the closure (G¢)?2(A4g,up). Hence YMH(B(t),v(t)) = m is con-
stant, (B(t),v(t)) a constant flow line and (B, v) a critical point.

Choose (AY),u()) € (G°)>2(Ag, ug) converging in H' x H? to (B, v) and denote
the limit of the Yang-Mills-Higgs flow starting at (AU), 4()) by (BU), v(9)). Corollary
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shows that (BY),v0)) converges to (B,v) in the H' x H? topology. By Step
3, there exists k; € G%2(P) such that (BY),vW)) = (kj A, kjus). Since the connec-
tions BY) are uniformly bounded in H', the gauge transformations k; are uniformly
bounded in H? and after passing to a subsequence, we may assume that k; — koo
converges weakly in H? and strongly in W1P. Tt follows (B,v) = (koo Ao, koolioo)
and this completes the proof.

O

Theorem 3.5.2. Assume (A), (B) and (C). Let (A,u) € H2(P,X) and denote
by (Aco, Uso) the limit of the flow starting at (A,u). Then

1. (A, u) is stable if and only if Lia_ ..y 5 injective.

2. (A,u) is polystable if and only if (Ax,Uso) € GE(A,u) Temains in the complex
orbit and xFa__ + p(us) = 0.

3. (A, u) is semistable if and only if *Fa_ + p1(us) = 0.
4. (A, u) is unstable if and only if *Fa_, + u(us) # 0.

Remark 3.5.3. We call an element (A, u) € HY2(P, X) stable, polystable, semistable
or unstable, if every smooth element of (G¢)*2(A,u) is stable in the sense of Defini-
tion Note that for every stable pair (A4,u) the extension of the infinitesimal
action

Liay : H*(Z,ad(P)) » H' (3, T*E ® ad(P)) ® H*(3,u"TX/G)
remains injective. This follows from Lemma [3.2.10] and elliptic regularity.

Proof. The unstable, semistable and polystabe characterization follow directly from
Theorem [3.5.11

For the stable case, note that every stable orbit has discrete G¢-isotropy and
this proves one direction. Conversely, the limit satisfies the critical point equation
LA o) *Fa, + p(us)) = 0. Hence, when Lig_ ) is injective, (Ao, Uoo) is
stable. Since the subset of stable pairs H!?(P, X) is open by Proposition below,
this implies (A(t),u(t)) € H1?(P, X) for sufficiently large ¢ and (A, u) is stable. [

Proposition 3.5.4. Assume (A), (B) and (C). The subsets of stable and semistable
pairs HL2(P,X) C HL2(P,X) c HY2(P,X) are open subsets in the H' x H?-
topology.

Proof. The semistable case follows from Corollary[3:4.11] The stable case follows from
a suitable application of the implicit function theorem: Suppose (4,u) € HY2?(P, X)
solves the vortex equation *F4 + p(u) = 0 and L4, is injective. Then E?A)u) is also
injective and, since

(L4, (a, @) r2xr2 = (6 xdaa + du(u)d) 2

for all & € H?*(X,ad(P)) and (a,0) € Tiau)(AP) x S(P, X)), (A,u) is a regular
point for the moment map ®(A,u) = *xFa + u(u). It follows that

Z:=d1(0) c AM*(P) x S**(P, X)
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is a submanifold locally around (A4,u) and the orthogonal complement of T ,)Z
coincides with the image of H2(X,iad(P)) under L%, - Hence

H%*(Z,T*Y @ ad(P°)) x Z — AY2(P) x §*%(P, X), (&, 2) > exp(i€)z

restricts to a diffecomorphism between neighborhoods of (0; (4, u)) and (A,u). In
particular, (A4,u) is an interior point of H12(P, X).

O
3.5.2 The Kempf-Ness theorem
Let (A,u) € HM?(P, X) and define the 1-form o4 ., : T(G°)*?(P) — R by
(@8 == [ (Fyiatnlg  uilmg 1) dvofs. (349
2

It is straight forward to check that a4 ) is exact, G?%2(P)-invariant and integrates
to a unique G%?(P)-invariant functional

Uiaw : (G)*(P) > R (3.49)

satisfying Wi4,,)(1) = 0 (see e.g. [89]). We call ¥(4 ,) the Kempf-Ness functional
associated to (A,u).
Theorem shows that for every go € (G¢)?2(P) the negative gradient flow

g (O)g(t) = =g () V(a0 (9(t) = —i(xFyy-14 + plg(t) " u)) (3.50)

has a unique solution g € C9([0, 00), (G¢)*?(P)) satisfying g(0) = go. This flow
intertwines with the Yang—Mills—Higgs flow in the following sense

g(t) solves = (A(t),u(t)) := (g(t) "' A, g(t)"u) solves (3.36).

We will repetitively make use of the fact that W 4, is convex along geodesics in
(G)>2(P)/G?2(P). This amounts to the formula

d? i
ﬁ\lj@&u) (geltf) = ||£€—it§g—1(A7u)§||iQ > 0 (351)

for g € (G°)*2(P) and & € H(X,ad(P)).

The Kempf-Ness theorem relates the stability of the pair (A, u) to global prop-
erties of the functional W(, .. The stable case is due to Mundet [89], see Remark
below. The remaining cases are the content of the next theorem which is a
reformulation of Theorem [Clin the introduction.

Theorem 3.5.5. Assume (A), (B) and (C) and let (A,u) € HY?(P, X).
1. (A, u) is polystable if and only if W (4 ) has a critical point.
2. (A, u) is semistable if and only if V(4 ) is bounded below.

3. (A,u) is unstable if and only if W 4, is unbounded below.
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Proof. The polystable case follows from (3.48). For the other two cases let gy €
(G9)*2(P) and g : [0,00) — (G°)*2(P) be the solution of (3.50) starting at gg. Then

d
dt

If (A, u) is unstable, Theorem shows that the right hand side is bounded above
by a strictly negative constant and hence W (4, is unbounded below. Conversely,
assume that (A,u) is semistable. Then (A(t),u(t)) = (g(t) 1A, g(t)"tu) satisfies

u(
(3.36)) and its limit (AOO, Uso) SOIVes % Fy —l—u(uoo) by Theorem [3.5.2} By Proposition
and Theorem 4| there exist v € [ 1) and C,T > 0 such that forallt > T

1% Fyy—1a + p(g(®) " u)||72 = 2 (F(A®), u(t) = F(Aso, o))
= 2 (VMH(A(L), u(t)) — YVMH(Ase, uso))
<2 (YMH(A(L), u(t)) = YMH (Ao, too))”
< Cl[VYMH(A(L), u(t))|[ 2
= Cl|0:(A(t), u(t))|| L2

Theorem [3.4.8| shows that the right-hand-side is integrable and hence

= W) (9(t) = o (9(), 4(1) = =l * Fyay-1a + plg(t) " u)||Z:-

m: tlgrolo\ll(Au)( g(t)) > —oo.
We claim m = inf \I'(A w)- For this let o € (G¢)*?(P) and denote by g(t) the solution
of - 3.50)) starting at go. It follows from Step 1 of the proof of Theorem u that
the pointwise geodesic distance between g(t) and g(t) in G°/G remains uniformly
bounded. Since W 4, is convex along geodesics in (G¢)%2(P)/G*?(P) by
and its gradient converges to zero along g(t) and g(t), it follows that ¥4 .)(g(t)) —
W(a,u)(g(t))| converges to zero. This proves the claim and W, ,) is bounded below
m. O

Remark 3.5.6 (The stable case). In finite dimensions the Kempf-Ness functional
of a point is proper if and only if this point is stable. Mundet [89] established the
following analogous result for the vortex in equations in great generality: (A4, u) is
stable if and only if the complexified orbit G°(A,u) has discrete G°-isotropy and for
every R > 0 there exist c1,co > 0 such that

| # Fosea +p(e ®A) |2 <R = ||¢]|lp= < 1V a.u)(€F) + co. (3.52)

3.6 Polystability and the moment-weight inequality

3.6.1 The Kobayashi—Hitchin correspondence
Finite weights

The weights of (A, u) € H(P, X) are defined as the asymptotic slopes of ¥ (4, along
the geodesic rays [exp(—itf)] in G¢/G. Here £ € Lie(G) is a section of T*Y ® ad(P)
and one may hope to replace the conditions on ¥4, in Theorem@ by conditions
on these weights. In general, one needs to consider sections & of very low regularity,
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namely of Sobolev class H!. For bundles over a Riemann surface and smooth pairs
(A,u) every finite weight is obtained from a smooth section by Proposition [3.6.2]
below.

Definition 3.6.1. For (A,u) € H(P,X) and £ € H'(Z, ad(P)) define

w((A,u), &) == lim (xF,ue 4 + p(e®u), &) g2 € RU {+o0}.

t—o0
By , the right-hand-side is monotone increasing in t and the limit exists.

Similarly, define by
WA €) == lim (+Fuen,€). wlu€) == lim (u(c"u). )

the weights for the G(P)-action on A(P) and S(P, X) respectively. They are well-
defined in R U {400} and satisfy w((A4,u),&) = w(A, &) + w(u,§).

Proposition 3.6.2. Let A € A(P) be smooth and let & € H'(X, ad(P))\{0} with
w(A,§) < oo.

1. Endow P¢ := P xg G°¢ with the holomorphic structure induced by A. Then
there exists & € g\{0} and a holomorphic reduction Pg C P° to the parabolic
subgroup

the limit lim ™0 ge™ %0 —: q+ exists}.
t—o0

Q=Q(&) = {aeC

The reduction Pg C P° induces a smooth reduction P C P to the centralizer
K = Cg(&) and £ is the image of & under the following map

Z(Lie(K)) — Q°(%, ad(Pr)) — Q°(%, ad(P))

where the first arrow identifies central elements with constant sections and the
second map is obtained from the inclusion Px C P.

2. The limit Ay = lim;_,o, €™ A exists in H' and A, restricts to a smooth con-
nection on Pg.

Proof. This is an intrinsic version of [89] Lemma 4.2 and makes use of a deep reularity
result of Uhlenbeck and Yau [I18] on weakly holomorphic subbundles, see Lemma
The reduction Px C P is induced by the isomorphism G°/Q(&y) = G/Cq(&o)-

O

Stable Kobayashi—Hitchin correspondence

The Kobayashi-Hitchin correspondence says that (A,u) € H(P, X) is stable if and
only if w((A,u),&) > 0 for all £ € Q°(X, ad(P))\{0}. This was established by Mundet
[89] in greater generality and we briefly recall his argument. Suppose (A, ) is stable
and satisfies the vortex equation. Then

w((Aa u)a 5) = <*FA + ,u(u)a €>L2 + /0 ‘|£(eit5A,ei‘5u)£||i2 dt (353)
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is positive. It is a less obvious fact that this condition is G¢(P)-invariant and hence
w(g(A,u),&) > 0 for every g € G°(P). The converse direction depends on the Kempf-
Ness theorem. Mundet shows by contradiction when no estimate holds, then
there exists a destabilizing direction & with w((A4,u),£) < 0. Once the estimate (3.52))
is established, one obtains a solution to the vortex equation by direct methods of the
calculus of variations.

Our proof of the polystable case in Theorem [3.6.5] below yields an alternative
proof of the stable case under more restrictive assumptions.

Semistable Kobayashi—-Hitchin correspondence

We need to assume the following technical property on the pair (A,u) € H(P, X):

(H) For all £ € Q°(2,ad(P)) it holds:

w((A,u),§) <0 = supg (")l < oo,

We refer to Remark [3.1.8] for a discussion of this assumption. Following the ideas of
Chen [19, 18], Chen—Sun [23] and Donaldson [39] we prove the following version of
the moment weight inequality which is Theorem [E]in the introduction.

Theorem 3.6.3 (Sharp moment weight inequality). Suppose (A4,u) € H(P, X)
satisfies (H). Then for all & € Q°(3, ad(P))\{0} it holds

w((Au),6) _
- 22 < inf x Foa+ U ) 354
e = gentp) 1 Foa £ gl (3.54)

If in addition (A), (B), (C) are satisfied and the right hand side is positive, then
there exists a unique & € Q°(X, ad(P)) with ||€]|r2 = 1 which yields equality.

Proof. The proof is given in the next subsection on page [I34] O

Theorem 3.6.4 (Semistable correspondence). Assume (A), (B), (C) and sup-
pose that (A,u) € H(P, X) satisfies (H). Then the following are equivalent:

1. (A, u) is semistable in the sense of Definition|3.1.1|
2. infgege(py || * Fya + p(gu)||z2 = 0.
3. w((A,u),&) >0 for all € € Q°(Z, ad(P)).

Proof. This is a direct consequence of Theorem [3.5.1] and Theorem [3.6.3] O

Polystable Kobayashi—Hitchin correspondence
Consider for (A, u) € H(P, X) the following properties

(SS) For all £ € Q°(2,ad(P)) it holds w((A,u), &) > 0.
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(PS1) For all £ € Q°(%,ad(P)) with exp(§) =1 and (w(A,u),&) = 0 the limit
lim €' (A, u) € (G°)??(A,u)
t—o0
exists in H! x H? and remains in the (Sobolev completion of the) complexified
group orbit (G¢)%2(A,u).
(PS2) For all ¢ € Q(%,ad(P)) with (w(4,u),&) = 0 the limit
lim €' (A, u) € (G%)?2(A,u)
t—o0
exists in H' x H? and remains in the (Sobolev completion of the) complexified
group orbit G¢(A, u).

Theorem 3.6.5 (Polystable correspondence). Assume (A), (B), (C) and sup-
pose that (A,u) € H(P, X) satisfies (H). Then the following are equivalent

1. (A, u) is polystable, i.e. there exits g € G°(P) such that +Fy4 + p(gu) = 0.

2. (A, u) satisfies (SS) and (PS1).

3. (A, u) satisfies (SS) and (PS2).

Proof. See page [140 O
Assumption (H) is only needed for the application of Theorem [3.6.4] For twisted

Higgs-bundles over Riemann surfaces a polystable Kobayashi—Hitchin correspondence

was established by Garcia-Prada, Gothen and Mundet [49] by different methods. We
present a more general proof following the ideas of Chen—Sun [23].

3.6.2 Proof of the moment-weight inequality

The purpose of this section is to prove Theorem Section [3.6.2] contains the
proof of the inequality (3.54). The proof is essentially due to Chen [19, [I8] and
Donaldson [39]. Section contains a proof of the equality in the unstable case.
This is the analog of the Kempf existence theorem in finite dimension. The proof is
based on arguments given by Chen—Sun [23] in the finite dimensional differentiable
case. Section [3.6.2| contains a proof of the uniqueness claim. This is the analogue of
the Kempf uniqueness theorem. The proof is the one given in [51], Theorem 11.3, for
the finite dimensional setting and extends almost ad verbum to our setting.

Proof of the inequality

Let (A,u) € H(P,X), go € G°(P) and ¢ € Q°(%,ad(P))\{0} be given and assume
w((A,u),€) <0. Define n(t) € Q1(Z,ad(P)) and u(t) € G(P) by

go_1 = efigtefi"(t)u(t). (3.55)

Let m : G° = G°/G denote the canonical projection. Since the left-invariant metric
on G°/G has nonpositive curvature, the exponential map is distance increasing and
it holds pointwise

1t = n(t)]] < distgeja(m(e), m(e"D)) < distge o (n (1), m(951))-
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In particular, there exists C' > 0 such that ||{t — n(¢)||z2 < C and this implies

n(t)

e - g
[HERRECIE

<
2 2t

(3.56)

Define
g:[0,1] — G°(P), g(s) = go_1 exp (isu(t)n(t)uil(t)) )

Then ~y := 7o g is the unique geodesic connecting 7(gy ") to m(e~1¢). Tt follows from
(3.48) and the fact that W 4, is convex along geodesics (3.51)) that

1 .
—|[* Fgoa + p(gou)||r2 < ﬂ;ﬂ;;acAm)(7“D>7(0»

1
< WQ(AM) (7(1)77(1))
—r, eiéty, n(t)
‘<EWA+“ ”wmmy>p‘

Assumption (H), Proposition and ({3.56)) show that the right-hand side converges
w((Au)6)

el 2 and this completes the proof.

to

Existence of the dominant weight

Suppose that (Ag,ug) € H(P,X) is unstable. We prove in this section that there
exists £ € Q9(%,ad(P)) such that

w((Ag, ug), .
_M = lIlfH*Equ + p(guo)l| 2. (3.57)
[1€]] 2 90

Let (A, u) : [0,00) — H(P,X) be the solution of (3.36) starting at (Ao, up), let g :
[0,00) — G¢(P) be the solution of (3.38). Define £(t) € Q°(X, ad(P)) and k(t) € G(P)
by

g(t) = e €Ok(1). (3.58)
The strategy of the proof is to show that the limit
lim it)

t—oo

=€ (3.59)
exists in WP and satisfies (3.57)).

Step 1: The limit exists in L?.

Denote by 7 : G¢ — G¢/G the canonical projection and let v := 7 o g. Since

97§ = i(xFa+u(u)) takes values in ig, it holds V¥ = dr(g)i(9:(¢~'¢)) and Theorem
yields the estimate

T T
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Define v : [0,t] — G°(P)/G(P) by v(s) == =« (e*iys). Pointwise this is the

geodesic segment connection 7(1) to () and we define

pe(s) : X =R, pi(s) = distge/c(7(5),7(s))-

Since G°/G has nonpositve sectional curvature, there holds pointwise the estimate
pe(s) = —||VA4(s)|| (see [5I] Appendix A). Hence (3.60)) yields

o0
eIz < [ 1963012 < €5 (3.61)
S
and integrating this estimate shows

S
[lpe(s)llz> < / pe ()| 2 dr < Cs' <. (3.62)
0
Since the exponential map on G¢/G is distance increasing, it follows pointwise for

0<t1 <ty

Pto (tl)
tq

Hg(ttll) _&lt) (3.63)

to

< 1500 - 300 <
Now and show that @ is a L2-Cauchy sequence and the limit
exists in L2.
Step 2: The limit exists in WHP for every p € (2,00).
Let £(t) be as in and define
R(t) == +F ey o, — *Fag + (e Pug) — pu(up).

A similar calculation as in the proof of Theorem [3.5.1] shows

1
2(R(t),£(t)) = AllE@®)I1* + 2/0 (Ildeeco 4 €O + (| Lessecoru, @) ds
> 2[|E@[AllE@)]]-
Thus [|£(¢)]| : £ — [0, 00) are positive functions satisfying A&(t) < ||R(t)|| at points

where £(t) # 0. An argument of Donaldson [32] (see [I03] Prop 2.1) using the mean-
value property of harmonic functions shows that this implies an estimate

1E@llco < C A+ [[RO]L2 + [[E@)][1) - (3.64)
Since (A(t),u(t)) satisfies (3.36]) and
1% Fuieo 4o + (e Duo)llze = || % Fay + p(ult))]|z2
the term ||R(t)||z2 is uniformly bounded and ([3.64]) simplifies to

@) [co < CA+[IEE)]|L1)- (3.65)
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In particular, @ is uniformly bounded in C°. Since g(t)~'04,9(t) = (Ag — A(t))"*

is uniformly bounded in H' and pointwise
g™ (D)o g ()1 = (1€ Da,e 7 O2 +[|(Dao k() k()|
it follows that e¥€(Y)9,,e~%€® is uniformly bounded in L? for every p € (1,00). Now
eié“(t)nge—if(t) — teiﬁ(t)/tgAOe—iﬁ(t)/t

implies that e€()/t9, e~ €M/t converges to zero in LP and by elliptic regularity the

limit (3.59) exists in WhP.
Step 3: The limit £ defined by yields equality in .

The Kempf-Ness functional satisfies W( 4, u,)(1) = 0, decreases along ~y(t)
and is convex along geodesics. Hence (4, ,)(e*®)) < 0 for 0 < s < ¢t and by
continuity with respect to the W!P-topology, it takes nonpositive values along the
geodesic ray voo(t) == (eigwt). This implies w((Ao, uo), ) < 0 and €4 is smooth
by Proposition Using again that W, ) is convex along geodesics it follows

|9 (g u0) (V(B)) = ¥(ag,u0) (Yoo (1) < M - distge ;g (7(t), Yoo (£)) (3.66)

where distge g denotes the L?-geodesic distance and
M = §1>l%) max { || * Fy()-14, + p(9(t) " wo)||r2s || * Fricoora, + (e uo) |2} -

which is finite by (H) and Proposition As t — oo in (3.62) one obtains
distge /g (7(t), Yoo (t)) < Ct'~¢ and hence

[ (a0,00) (V(E) = W (49 ,u0) Voo (t)| < CE . (3.67)

Then
IR
_w((A07u0)7£OO) - hm " <eil€wS(A07u0)7£oo> dS

t—oo 0

e Vg O (0)
= lim —— 7
t—o0 t

v t
— lim (Ao,uo)(’Y( ))

t— o0 t

t—o0

1
i 5 [ 1% Fa + ul) | ds
0

= []* Fa, + p(uco)|72
By Theorem [3.5.2
|| Fa, + p(uoo)|lre = o, || % Fya, + p(guo)l] == m

and thus —w((Ag,uo), &) = m?. Now

. t N A
lewllee = tim |2 < i 3 [ I3l ds = 1 P+ )l = o

L2
shows —w (A, £x)/||€xo||z2 = m and the converse inequality follows from ([3.54]).
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Uniqueness of the dominant weight

Suppose that (A, u) € H(P, X) is unstable and &, & € Q°(X, ad(P)) satisfy ||&1]|z2 =
||§2||L2 =1 and

—w((Au), &) = —w((Au), &) = b« Foa+ plgu)llez =:m > 0.

We prove in the following that this implies & = &s.

Define n(t) € Q°(X,ad(P)) and k(t) € G(P) by
e Mteoein(t) — o=itl1f(f), (3.68)

Let 7 : G¢ — G°/G denote the canonical projection and let p(t) := m(e~#oein(*)/2)
denote the midpoint between the geodesic rays spanned by & and €. Since G¢/G
has nonpositive curvature, the exponential map (based at p(t)) is distance increasing
and this yields

d(m(1),m(e*1))? + d(m(1), m(e*2"))*  d(m(e"), m(el2))?

d(1.p(0)* < : - :

gt2(1_|51—52||L2>
1

where d(-,-) = distge /g(-,-) denotes the L?-geodesic distance. Since W4, is convex
along geodesics, it follows W4 ., (p(t)) < —tm and hence

%ﬁﬁgn<¢vw@T&mm' (369
Denote for r > 0
Sy 1= {n(e) |€ € (S, ad(P), [lelle = r} € GX(P)/G(P).
We claim
lim 2 inf @40 = —m. (3.70)

r—oo 1 S,

Ast — oo in (3.69) the claim implies & = &;. The inequality ”<” in (3.70) follows
by considering the values along the geodesics ray 7(ei¢*). For the other direction let

h € G°(P) be given and using (3.51)) one estimates

Up-r(aw(9) 2~ * Fy-1a + p(h™ )|z - d(n (L), 7(g))
Suppose h is chosen such that || * Fj,~1 4 + u(h~u)||z2 < m + €. Then
V(4w (9) = Yn-r(au)(h719) + a0 (h)
> (_m - E)d(ﬂ'(‘ﬂ)’ﬂ'(h_lg)) + \I/(Ao,uo)(h)
> (=m = e)d(n(1),m(g)) + (=m — e)d(m(1), m(h™")) + ¥ (44 ,u) (h)

and as d(m(1),7(g)) — oo and € — 0 this proves (3.70]).
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3.6.3 Proof of the polystable correspondence

The purpose of this section is to prove Theorem [3.6.5

Proposition 3.6.6. Let (A,u) € H(P,X) be polystable, then (A,u) satisfies (SS)
and (PS2).

Proof of Proposition[3.6.6. Choose g € G¢(P) such that *Fy4 + p(gu) = 0. Then
U)(g(A, U), g) = <*F9A + M(gu)7 £>L2 + / ||L(e“’5gA,e”5gu)£‘ |%2 dt (371)
0

shows w(g(4, u),€) > 0. Equality holds if and only if Ly(4,.,)¢ = 0 and e*®g(A,u) =
g(A,u) is constant. In particular, g(A, u) satisfies (SS) and (PS2). The proposition
follows now from Lemma [3.6.7] below. O

Lemma 3.6.7. Let (A,u) € H(P,X) and let (B,v) € G°(A4,u).
1. If (A, u) satisfies (SS) and (PS1) then (B,v) satisfies (SS) and (PS1).
2. If (A, u) satisfies (SS) and (PS2) then (B,v) satisfies (SS) and (PS2).

)

v)
Proof. We prove the second part first. Choose g € G¢(P) such that (B,v) = g(A,u)
and let £ € Q°(3,ad(P)) be such that w(g(A,u),£) < 0. Let & € g and Py C P¢
be the Q(&)-bundle determined by & as asserted in Proposition m It is possible
to decompose g = ¢k with ¢ € G(Pg) and k € G(P) (e.g. by using the identity
G¢/B = G/Z(Q) for any Borel subgroup B C Q(&)). By definition of Q(&)

¢y = lim ¢i*ge1 (3.72)

t—o0

Using the assumption w(gk(A,u), &) < 0 it follows for ¢ > 0

0> Won(aum(e ) = Upiau(g e ™) = Uhan(g). (3.73)

Let m: G° — G°/G deonte the canoncial projection. Then
distge g (m (e7¢) ,m (g7 e™¢)) = distge g (7(1), 7 (g e ™)) < C (3.74)

which is bounded by (3.72)). For ¢t > s > 0 define 7, ; € Q°(3,ad(P)) and ks, € G(P)
by
e—isfeinﬁ,t _ q—le—itéks ‘

Since the exponential map in G¢/G is distance increasing, it follows from (3.74))

—0. (3.75)

t—oo ||t — 8 L2

lim H”svt —¢

If sup{ Wy, a,4)(e7) |t > 0} < oo, then clearly w(k(A,u),&) < 0. Otherwise, (3.73)
shows that for all sufficently large s > 0 and every ¢ > s we have

Upeaw(€758) > Wpip (g e ).
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Since Wy, (4., is convex along the geodesic segement 7 — e~ 156 . et it follows

AV ) <7r(ei55);d7r(ei55)i;"j9) - <*Feis£k:A + (e k), tni’ts> < 0.

Now 1) implies <Feis§A + u(eisgu);§> < 0 for all sufficiently large s and hence
w(k(A,u),€) < 0. Since (A, u) satisfies (SS) by assumption, it follows w((A, u), k~*¢k) =
0 and (PS2) implies that the limit

(Agouy) = lim (A4 u)
exists in H! x H? and (A;,uy) € (G°)*2(A, u). Hence
(B, vg) = tli)rgo (B, v) = tlgrolo eitgqe_itgkeitkilgk(f‘lau) = q+k(A4,uq)
exists and (B, v4) € (G°)*?(B,v). Moreover,

w((B7U)7£) = <*F’q+kz44r + M(Q+ku+)’§>

and it remains to verify that this vanishes. By Proposition there exists a
reduction Px C P to the centralizer K = Cg (&) and ¢ restricts to an element
in G°(Pk). Let h : [0,1] — G°(Pk) be a smooth path connecting 1 to ¢4 with
h=Y(t)h(t) = a(t) +iB(t) . A short calculation shows

Oy (x Py, + pu(h(t)kuy), &)
= (= [*Fura, + u(htkuy), a®)],€) + (Lrwrayun)BE): Luwray up)é)
0

where the last step uses [a(t),&] = 0 and Lp)r(a, uyp)€ = ME)Lia,wé = 0. Hence

w((B7U)a€) = <*FkA+ + M(kU+),§) = <*FA+’M(U+)7k_1£k>
=w((A,u),k71¢k) =0

and this completes the proof of the second part.
The first part follows from the same argument, since exp(£) = 1 implies exp(k~1&k) =
1. O

Proof of Theorem[3.6.5 If (A, u) is polystable then it satisfies (SS) and (PS2) by
Proposition [3.6.6] For the converse direction let (Ag,ug) € H(P, X) be given and
assume that it satisfies (SS) and (PS1). Denote by (A, u) : [0,00) — H(P, X) the
solution of starting at (Ao, uo) with limit (Ae, o). Theorem [3.6.4]shows that
(Ao, up) is semistable and hence by Theorem [3.5.2] the limit solves *Fs__ + p(tso) = 0.
Denote the isotropy groups at the limit and their Lie algebras by

H:={h € G**(P)| (hAso, Miso) = (Aso,Uoo)}, h=ker(La_ u.)

H¢ = {h € (G)*2(P) | (hAco, hing) = (Aso, Uoo) }, b =ker(L{s_ u.))
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By Theorem we may assume that these groups are not discrete. There are
two important properties to note: (1) By Lemma A is gauge equivalent to a
smooth connection. In particular, as a subgroup of the isotropy group of A, one can
identify H with a closed and hence compact subgroup of G. (2) Using the equation
*Fa__ + p(us) = 0, a short calculation shows that H¢ is indeed the complexification
of H.

Step 1: There exists an H-invariant holomorphic coordinate chart
U (T(a ) AV (P) x SP2(P, X),0) = (AV2(P) x §*(P, X), (Ace; tco))
defined on a neighborhood of the origin satisfying di(0,0) = id.

Let {gp}pep be a smooth G-invariant family of Riemannian metrics on X, com-
patible with the holomorphic structure, such that g, is flat in a neighborhood of
Uoo (p). Then exp, Ty (pyX — X is holomorphic in a neighbourhood of the origin
and @s(@)(p) := exp, (@(p)) provides a holomorphic chart for S(P, X). Define

0l i= [ 17 (Ao k™ dan(h)+ 05 [ 65" (57 0s(hi) dan (1)

where pgy denotes the Haar-measure on H with pgy(H) = 1. This is well-defined for
[||| L < c||i|| g2 sufficiently small and satisfies the desired properties.

Step 2: The linearization of the holomorphicity condition dau = 0 is the operator
D: HY(X,ad(P)) ® H*(S,u’ , TX) = H (X, A% @ u TX)
D(a,0) = (Va_t+ Ly_a)™".

There exists an H-invariant holomorphic coordinate chart ¥ as in Step 1 with the
additional property that

Y(a, ) € HY?(P, X) = D(a, @) =0
for every pair (a,4) in the domain of .

Since V 4__ is a Fredholm operator with closed range and finite dimensional coker-
nel, it follows that the image of D is closed with finite codimension. Now any choice
of complements for the kernel and image of D yield a pseudoinverse

T:H (S, A @u' TX) = H (,ad(P)) ® H*(X,u’ TX)

which is a bounded linear operator satisfying DT'D = D and TDT = T. Since D
is complex linear we can choose complex complements to obtain a complex linear
pseudoinverse T'. Moreover, D is H-equivariant and for every h € H the operator
Ty, := hTh™! yields another complex linear pseudoinverse for D. The average

//TthThzdﬂH(hl)dﬂH(hz)
HJH
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with respect to the Haar measure upy provides a H-equivariant pseudoinverse.

Let 9 be defined as in Step 1 and let T" be a complex linear H-invariant pseu-
doinverse of D. Consider on the domain of 1 the map f(a,a) := f(1(a,@)) where
f(A,u) ;= dqu. The map

0(a,0) := (a,0) + T(f(a,4) — D(a,0))

satisfies 6(0) = 0 and df(0) = 1. Hence there exists a local holomorphic inverse 6~*
around the origin by the inverse function theorem. It follows from the construction
that fo:= (1 — DT) o f o 0! takes values in ker(T') and

fob™'=fy+D.
Since ker(T) is a complement of Im(D) this implies
fob Ma,a)=0 <«  D(a,a)=0, fola,a)=0.
Step 2 follows from this discussion after replacing v by ¢ o §71.

Step 3: Denote by b+ the L?-orthogonal complement of b in H*(3, ad(P)) and by
V the L?-orthogonal complement of the image of LG .- Then there exists to > 0
and maps
(a, 1) : [to,00) = ker(D) NV, £,m: [to,00) = bt

such that (a(t),a(t)) is in the domain of the chart ¥ constructed in Step 2 and
(A1), u(t)) = "Dty (a(t), a(t)) (3.76)
for allt > tg.

The map h* xht xV — AY2(P)xS?2(P, X) defined by (£, 7, (a, 1)) — eeSe)(a, @)
is smooth near the origin with invertible derivative. Step 3 follows now from the im-
plicit function theorem and Step 2.

Step 4: Let g : [0,00) = G°(P) be the solution of the equation g~'g = i(xFa() +
w(u(t))) with g(0) = 1 obtained in Theorem [3.4.3 There exists t1 > to with the
following significance:

hilti,o0) = (G)*2(P),  h(t) = e ® e Mg (1) g(ty)e e
satisfies h(t) € H® and (a(t),a(t)) = h(t) L (a(t1),a(t1)) for every t > t;.

Let t; > to be fixed. Rewrite the identity (A(t),u(t)) = g(t) 1 (Ao, up) as
Y(a(t),a(t)) = h(t)w(a(ty),a(t1)) and differentiate this to obtain

dy(a(t), a(t))[Oc(a(t), a(t))] = Ou(¥(a(t), a(t))) = Efb(a(t),ﬂ(t))h(t)h_l(t)' (3.77)
For (a,d) € V consider the operator

Nia,ay : H*(Z,ad(P)°) x V = Tya, u.) (A2 (P) x S*2(P, X))
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Na,a)(C, (b,9)) 1= LY 4.0)C — dip(a, @)[b, 0.
Then (3.77)) can be reformulated as

(R(t) " 1(1), Bu(a(t), a(1))) € ker(Nia(s),ac))- (3.78)

Since N0y is surjective with kernel h¢, it follows that N(, 4) is a surjective Fredholm
operator with index dim(h¢) for ||a||g: + ||@|| g2 sufficiently small. For £ € § it holds

d d
—| e @) = | e (a,) = Lyt

ds|,_, ds|,_,

Since V' is H-invariant this shows Ly ,,q)h C dip(a,@)V. Moreover, since ¢ is holo-
morphic and V' a complex subspaces, it follows [,C b C di(a, u)V This implies
that the kernel of N, 4) projects onto h°. For sufﬁmently large t1 the same is true for

all operators N(q(1),a(r)) With ¢ > ¢;. Then shows h=1(t ) (t)epcforallt >ty
and hence h(t) € H¢. Since v is holomorphic and H-equivariant this completes the
proof of Step 4.

Step 5: There exists & € b with exp & = 1 such that w(h(ty) " (A(t1),u(t1)), &) =
0 and

tli}m e on () THAL), u(ty)) = (Asos Uso)- (3.79)
In particular, (As,too) € (G€)*%(Ao,uo) and (Ag,uo) is polystable.

The group H acts on the finite dimensional vector space Xy := V Nker(D) by
unitary automorphism. Step 4 shows that the origin is contained in the closure of the
He-orbit of (a(t1),@(t1)). The classical Hilbert-Mumford criterion (see [51] Theorem
14.2) shows that there exists & € h with exp &y = 1 such that

lim " (a(t), a(t1)) = 0.

Since (it (a(ty), u(t1)) = e'€orp(a(ty), a(t1)) = eiteon(t;) " (A(t1),u(ty)) for all
t > 0, it follows

lim e h(t) " (A(t), u(tr)) = (0) = (Ao, uoo)

t—o00

and w(h(t1) " (A(t1), u(t)), §o) = (*Fa.. + pi(uc), &o) = 0.
By Lemma [3.2.10| there exists k € G>2?(P) such that k(As,Uso) is smooth. Then
kh(t;)"t e ker(L§ 4 _ .. 1s smooth and

o)
(kh(tl) HA(t), u(th), k€ok™") = w(h(t) TH(A(t), u(t)), &) = 0
By Lemma [3.6.7| kh(t1) "t (A(t1), u(t1)) satisfies (PS1) and together with this
yields

(Ao, o) = lim 0 h(ty) ™ (A(tr), u(t1))

=& lim MR Bh(ty) T (A(t), u(th)) € (G°)>2(Ag, uo)

t—o0

Hence (Ag, ug) is polystable by Theorem and this completes the proof.
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Chapter 4

Donaldson’s moment map
approach to Teichmiiller
theory

This chapter provides a self-contained exposition of a general moment map framework
for the diffeomorphism group introduced by Donaldson [38].

The main applications considered in this chapter is the construction of a hyperkéhler
moduli space M associated to a closed oriented surface ¥ with genus(3) > 2. This
embeds naturally into the cotangent bundle 7#7 (X) and can be viewed as the Feix—
Kaledin hyperkédhler extension of the Weil-Petersson metric on Teichmiiller space.
Donaldson outlined various remarkable properties of this moduli space for which we
provide complete proofs: The moduli space M parametrizes the class of almost-
Fuchsian 3-manifolds. These are quasi-Fuchsian 3-manifolds which contain a unique
minimal surface with principal curvatures in (—1, 1). The area of this minimal surface
then provides a Kéhler potential for the hyperkéhler metric. Moreover, the moduli
space M embeds naturally into the SL(2,C)-representation variety of ¥ and the
hyperkéahler structure on M extends the Goldman holomorphic symplectic structure
on the representation variety. The various identifications are obtained using the work
of Uhlenbecks [I17] on germs of hyperbolic 3-manifolds, an explicit map from M to
T(X) x T(X) found by Hodge [61], the simultaneous uniformization theorem of Bers
[8], and the theory of Higgs bundles introduced by Hitchin [58].

Another motivation for such a detailed account on Donaldson’s framework is the
fact that there are several interesting variants and extensions of the theory. We will
explore some of these in the remaining three chapters of this thesis building upon the
discussion in this chapter.

145
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4.1 Introduction

Donaldson’s moment map framework

Let (M, p) be a closed manifold equipped with a volume form p, denote by P — M
its SL(n,R) frame bundle and let (X,w) be a symplectic manifold with Hamiltonian
SL(n,R) action generated by a moment map u : X — sl(n,R)*. Denote by S(P, X)
the space of section of the associated symplectic fibration P(X) := P Xgpmr) X.
This carries a natural symplectic form defined by

g:;(‘§17‘§2) ::/ Ws(§1,§2),0 (41)
M

for vertical vector fields 81,82 € Q°(M, s* TV P(X)).

The group Diff(M, p) of volume preserving diffeomorphisms acts symplectically on
S(P, X) by pullback. It is useful to view this group formally as an infinite dimensional
Lie group with Lie algebra

Lie (Diff** (M, p)) = {v € Vect(M) | de(v)p = 0}. (4.2)

The subgroup Diff** (M, p) C Diffy(M, p) of exact volume preserving diffeomorphisms
is the subgroup obtained by integrating exact divergence free vector fields. In other
words, it is the subgroup corresponding to the Lie subalgebra

Lie (Diff*™ (M, p)) = {v € Vect(M) | t(v)p is exact} . (4.3)
This space is isomorphic to Q" ~2(M)/ker(d) and thus its dual space can formally be
identified with the space of exact 2-forms on M

Lie (Diff™ (M, p))* = dQ' (M). (4.4)

In this setup Donaldson proved the following theorem.

Theorem A (Donaldson [38]). Fiz a torsion free SL(n,R) connection V on M and
define p: S(P, X) — Q*(M) by

w(s) = w(Vs AVs) — (s, RY) — de(Vius) (4.5)

where s € QO(M, Endy(TM)*) is obtained by composing the equivariant lift 5: P —
X of s with the moment map p: X — sl(n,R)* and c(Vus) € QY (M) is defined as
the contraction (us)é;i of Vus. Then the following holds.
1. The map p is Diff(M, p)-equivariant and pu(s) € Q*(M) is closed and indepen-
dent of the connection V used to define it.

2. Let v € Vect(M) be an exact divergence free vector field and choose a primitive
a, € Q"2(M) with do, = 1(v)p. Then

o [ ust) e = [ w(s(0). o500 (46)

for any smooth curve s : R — S(P, X), where L,s denotes the infinitesimal
action of v on s for the right action.

Proof. This is Theorem 9 in [38] and we include the proof in Theorem (Note
that the formula for the moment map in [38] contains some obvious typos regarding
the signs which we corrected in formula stated above.) O
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Remark 4.1.1. The map g is not a moment map in the strict sense, since it takes
only values in the space of closed 2-forms and not in the space of exact 2-forms.
Nevertheless, Theorem |§| asserts that p satisfies the moment map equation. When
dim(M) = 2, one can fix this by subtracting a suitable multiple of the area form. In
higher dimensions, one could still subtract a suitable closed 2-form 7 € Q?(M) such
that p(s) — 7 is exact for every s € S(P,X). However, the resulting moment map
u(s) — 7 is in general not equivariant.

Construction of the hyperkihler moduli space M

In the following let (X, p) be a closed oriented 2-dimensional surface with fixed area
form p € Q?(X) and assume genus(X) > 2.

The fundamental example considered by Donaldson arises form taking the hyper-
bolic plane H as fibre. This admits a canonical identification with the space J(R?)
of linear complex structures on R? and the space of sections S(P, X) = J () gets
then identified with the space of complex structures on . Theorem [A] asserts that
the action of Ham(X, p) on J(X) is Hamiltonian and generated by the moment map

2m(2genus(X) — 2)

u(J) =2(Ky—c)p with c¢:= Vo[>, p) , (4.7

where K; denotes the Gaussian curvature of p(-,J-) and ¢ is determined by the
Gauss—Bonnet theorem. After taking the action of Symp,(X, p)/Ham(X, p) on the
Marsden—Weinstein into account, this yields the Teichmiiller space

T(%) := J(%)/Ditfo(¥) = {J € T(5) | K; = ¢} [Sympy (%, p) (4.8)

equipped with the Weil-Petersson symplectic form (up to scaling).

A remarkable generalization of this construction is obtained by taking as fibre the
unit disc bundle X C T*H. This carries a unique S* x SL(2, R)-invariant hyperkihler
metric, which extends the hyperbolic metric along the zero section and blows up
when approaching the boundary of the disc bundle (see Theorem . A section
s € S(P, X) corresponds now to a pair (J, o) consisting of a complex structure J and
a quadratic differential o with |o|; < 1, i.e. S(P, X) corresponds to

0:1(%) =={(J,0)|J € T(8), 0 € QUE,S*(T*E ®, C)), |o]; <1} (4.9)

The hyperkéhler structure on X then yields a hyperkéhler structure on Q;(X) and
Theorem [A] asserts that there exists a hyperkéhler moment map for the action of the
Hamiltonian diffeomorphism group.

Theorem B (Donaldson [38]).
1. The action of Ham(X, p) on Q1(X) admits a hyperkahler moment map given by

12 2 _
_ 190 ~ 100 L 02K p + 2i00/1 — |o]? — 2cp

p+2
V1=|of? (4.10)

Bo(J,0) + ip,(J,0) = —2i0r(00)

where ¢ = 2m(2 — 2genus(X))/vol(X, p) and r : QOY(Z, S (T*YL ®@; C)) —
QLO() is the contraction defined by the metric p(-, J-).

w,(J,0)
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2. The action of Sympy(X, p) on Q1(X) is Hamiltonian for the second and third
symplectic form with moment maps

(B, (), 0) + ilfiy (J, @), v) = —2i /Z (o) (Dy0)p (4.11)

for any symplectic vector field v € Vect(X) satisfying di(v)p = 0.

Proof. This is Proposition 17 in [38] and we present a proof in Theorem
We give an alternative proof of the second statement, since we found it difficult to
translate the conceptual arguments given by Donaldson into a rigorous proof. We
proceed by generalizing the proof of Theorem [A] where we use that the canonical
holomorphic symplectic form wy + iws on X is exact. O

The construction of the hyperkéhler quotient M based upon Theorem [B|requires
some additional work. This was indicated very briefly in [38] and we include a careful
exposition of this. First, we show that the quotient

(10 500135 /Svmn(. )

inherits a canonical hyperkéhler structure form Q; (X). Then we show that by Moser
isotopy and a suitable rescaling of the quadratic differential this moduli space is
isomorphic to

M= {(g,a) € Met(E) x Q(g) ‘ %‘2:_%’|(|772| = 15 }/Diffo(E) (4.12)

27(2—2genus(X))

ol(5.p) as above.

where ¢ :=

Geometric interpretations of the hyperkiahler quotient

The moduli space M takes a particularly simple form when we scale the volume of
3 such that ¢ = —2. Donaldson proposed under this assumption the following three
geometric interpretations:

1. M can be embedded in T*7 (X) and the hyperkéhler metric on M yields the
Feix—Kaledin extension of the Weil-Petersson metric on 7 (X).

2. M parametrizes the class of almost-Fuchsian hyperbolic 3-manifolds. These are
quasi-Fuchsian 3-manifolds which possess an incompressible minimal surface
with principal curvatures in (—1,1). This surface is then unique and its area
provides a Kéhler potential for the hyperkédhler metric.

3. M embeds as an open subset into the smooth locus of the SL(2,C) repre-
sentation variety Rgp2,c)(X) := Hom (71(3%),SL(2,C)) /SL(2,C). The hy-
perkéhler structure on M is compatible with the natural holomorphic symplec-
tic structure introduced by Goldman [52], where the natural complex structure
coincides with the second complex structure on M.



4.1. INTRODUCTION 149

Remark 4.1.2. The class of almost-Fuchsian manifolds is strictly smaller the the
class of quasi-Fuchsian manifold: There are examples of quasi-Fuchsian manifolds
which admit more then one minimal surface (see [121] [63] [57]) and these cannot be
almost-Fuchsian (see Lemma [4.6.5)).

The isomorphism between M and the space of almost-Fuchsian manifolds follows
from Uhlenbeck’s theory of minimal surfaces in hyperbolic 3-manifolds [117]. Her
result gives rise to the following theorem in our context.

Theorem C (Uhlenbeck [117]). Let g € Met(¥) and o € Q(g) satisfy the equations
Ky + l|o]? = —1, o = 0, and lolg < 1. For every such pair we define an almost-
Fuchsian metric on Y := X x R by

Y _ v _ ( g (cosh(t)1 —sigh(t)g_lRe(U))2 (1) ) . (4.13)

This is the unique almost-Fuchsian metric which restricts to g along ¥ x {0} and
such that Re(o) is the second fundamental form of ¥ x {0} C Y.

Proof. See Theorem [£.6.4] O

Let (Y := ¥ x R,g¥) be an almost Fuchsian manifold. Its boundary at infinity
is the disjoint union of two disjoint unions of ¥, which are both equipped with an
induced conformal structure. This gives rise to an embedding of the space of almost
Fuchsian metrics into the product space 7(X) x T(X). An alternative construction
of this map was introduced by Hodge [61]. This is based on the SL(2, R)-equivariant
diffeomorphism « : X — H x H defined by

2 2
. . yv .Y yv .Y
= — 4.14
a(z + iy, u + iv) (x 1—yu+11—yu’x+1+yu+ll—|—yu> (4.14)

where v := /1 — y?(u? 4+ v2). The second complex structure on X C T*H corre-
sponds under this map to (i,—i) on H x H. On the space of sections, this gives
rise to an embedding of Q;(X) into J(X) x J(X) which descends to the moduli
spaces and yields the same embedding of M into T(X) x T(X) as before. This em-
bedding intertwines the second complex structure on M with the complex structure
(J1,J2) = (=J1J1, J2da) on T() x T(X) (see Proposition and Proposition
4.6.7). We then verify the following remarkable observation of Donaldson.

Theorem D. Let A: AF(X) — R be the area functional, which assigns to an almost
Fuchisan manifold Y the area of its unique minimal surface. Then

207,07, A = w,. (4.15)

Hence A provides a Kdhler potential with respect to the natural complex structure on
AF () which agrees (up to sign) with the second complex structure on M.

Proof. See Theorem [£.6.9] O
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By the Cartan—Ambrose-Higgs theorem, one can express every complete hyper-
bolic 3-manifold as quotient of hyperbolic space H?. This gives rise to a natural
embedding of the almost Fuchsian moduli space into Rpgr,c2,c)(X). A classical result
of Bers [9] asserts that the restriction of this complex structure to M corresponds
to the standard complex structure on 7(X) x 7(X) which differs by a sign from
our conventions. In particular, the second complex structure on M corresponds to
multiplication by —i on Rpgy,2,c)(X).

The representation associated to an almost-Fuchisan manifold lifts to SL(2, C) and
a corresponding embedding of M into Rgy,c2,c)(X) can be constructed directly using
the theory of Higgs bundles [58]. This has been suggested by Donaldson [38] and
goes as follows: Let g € Met(X) and o € Q(g) be given. Choose a holomorphic line
bundle L — ¥ with L? = TY and define E = L & L~!. The Levi-Civita connection
for g induces a unique U(1)-connection a € A(L). Then consider the pair

- —a

A= ( “g 3) € A(E) and ¢= % ( 8 é ) € Q'0(End(E)) (4.16)

where o € QVO(L72) = QVO(Hom(L,L71)) and 1 € Q°(End(TY)) = QVO(L?) =
QL (Hom (L1, L)).

Theorem E. Let g € Met(X) and o € Q(g) satisfy the equations K, + |o|?> = —1,
do =0, and lo|g < 1. The corresponding pair (A, $) defined by satisfies the
Hitchin equation

dap=0,  Fa+[pA¢]=0

and B := A+ ¢ + ¢* € A°(FE) is a flat SL(2,C) connection. The holonomy rep-
resentation pp : m(2) — SL(2,C) agrees up to conjugation with the representation
associated to the almost Fuchian metric g;fo defined in Theorem @

Proof. See Theorem [4.6.12]). O

Finally, we show that the natural map of M into T*7 (X) is a well-defined embed-
ding (see Theorem. This follows by a standard application of the continuation
method and the proof is due to Uhlenbeck [117].

We should also mention the work of Taubes [108], which is closely related to our
setup. He investigates the larger moduli space which one obtains by omitting the
constraint |o|, < 1 in the definition of M.

Overview

Section 2 discusses the relevant background on symplectic fibrations and contains a
proof of Theorem A.

Section 3 summarizes basic properties of the hyperbolic plane H. We provide an
explicit formula for the identification H = J(X) and show that the cotangent bundle
T*H can be identified with the space of pairs (J,q) where J € J(R?) and q € Q(J)
is a complex quadratic form on (R?,.J).

Section 4 contains Donaldson’s construction of Teichmiiller space. We include
a detailed discussion on how this leads to the Weil-Petersson symplectic form on
Teichmiiller space. We also include an exposition of the identification of Teichmiiller
space with the space of Fuchsian representations.
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Section 5 contains the construction of the moduli space M: We present Donald-
son’s derivation of the hyperkdhler metric on X C T*H by elementary methods and
then calculate the hyperkidhler moment map for the SL(2,R) action on X. After this
preparatory work, we proceed to the proof of Theorem B. This is the main ingredient
for the construction of M. Finally, we show that the hyperkéahler structure on Q;(3)
induces a hyperkéhler structure on M.

Section 6 investigates the three geometric models for the hyperkahler moduli
space M. We construct various isomorphism between the different models and es-
tablish Theorem C, Theorem D and Theorem E. We also include a brief discussion
of complete hyperbolic 3-manifolds, quasi-Fuchsian groups and the simultaneous uni-
formization theorem of Bers.

4.2 Donaldson’s moment map

Let (M, p) be a closed oriented n-dimensional manifold with fixed volume form p and
let P — M be its SL(n,R) frame bundle which is defined by

P:={(z,0)|z€ M, § € HomR",T,M), 0" p, = dvolg~ }.

Let (X,w) be a symplectic manifold with Hamiltonian SL(n, R)-action induced by an
equivariant moment map p : X — s[*(n,R) and consider the associated bundle

P(X) := P Xspmg) X = (P x X)/SL(n,R)

where SL(n, R) acts diagonally. Denote by S(P, X) its space of sections. We establish
the necessary background on symplectic fibrations and the action of the diffeomor-
phism group in the first two subsection. We then state the main result of this section
is Theorem [£.2.4] This establishes Donaldson’s moment map for the action of the
subgroup Diff., (M, p) of exact volume preserving diffeomorphism on S(P, X). The
action of the full group of volume preserving diffeomorphism is symplectic but in
general not Hamiltonian.

4.2.1 Symplectic fibrations
The symplectic structure on S(P, X)

The space S(P,X) is formally an infinite dimensional symplectic manifold. The
tangent space at s € S(P, X) is the space of vertical vector fields along s

T.S(P,X) = Q°(M,s*T"*"* P(X)).

The symplectic form on X induces a symplectic structure on the vertical tangent
bundle T7¢"* P(X) and

Wyt TSS(P,X) X TSS(P,X) — R, QS(§1,§2) Z:/ w(§1,§2)p.
M

defines a symplectic form on S(P, X).
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Symplectic connections and covariant differentiation

A connection A € A(P) induces a covariant derivative on S(P, X) via

V:S(P,X)— QY M,s* T P(X))

. A hor (4.17)
Vps(p) = ds(p)p + Ly(py Ap(p) = ds(p)p"".

In this formula s : P — X is an equivariant map, L, : sl(n,R) — T, X denotes
the infinitesimal action, and p"°" := p — p - A,(p) is the horizontal component of
a tangent vector p of P. The next lemma shows that there exists a closed 2-form
Q € Q?(P(X)) defined on the total space which agrees with w along the fibres and
such that the horizontal and vertical subspaces are 2-orthogonal. Conversely, any
such 2-form gives rise to a symplectic connection on P(X), where one recovers the
horizontal distribution 77°" P(X) as the Q-orthogonal complement of the fibre.

Lemma 4.2.1 (A closed 2-form on the total space). Let A € A(P) be given
and define Q € Q*(P x X) by

Qp,a) (D1, 21), (P2, 2))

i= W (&1 + LoAp(P1), 22 + Lo Ap(pa)) — (u(x), Fa(pr,p2)). (4.18)

This is a closed, equivariant and horizontal 2-form on P x X. In particular, it
descends to a closed 2-form on P(X) which restricts to w along the fibres.

Proof. Define v € Q' (P x X) by ovp2)(D, ) := (pu(x), Ap(p)). Then

(da) (p,2) (D1, 21), (D2, 2))
= (du(z) 21, Ap(P2)) — (dp(@) 22, Ap(D2)) — (u(z), (dA)p(P1, P2))
= Wg (L:vAp(ﬁ2)7 i‘l) — W (LwAp(ﬁl)v £2) - </J($>7 (dA)p(ﬁlvﬁ2)>a

where the second equation follows from the characteristic equation for the moment
map. Equivariance of the moment map yields the identity

W (Lo Ap(P1); LaAp(P2)) = (1(x), [Ap(P1), Ap(P2)])-

Denote by pry : PxX — X the projection onto the second factor. Putting everything
together, we have shown that 2 = pri,w — da and therefore 2 is closed.

The tangent space of the SL(n,R)-orbit through a point (p,z) € P x X is given
by {(p€,—L,&) € T,P x T, X |€ € sl(n,R)}. It now follows from (4.18) and Car-
tan’s formula that  is SL(n, R)-invariant. It follows directly from (4.18) that € is
horizontal and thus descends to a closed 2-form on P(X). O

There exists a natural isomorphism ad(P) = Endg(TM) and we denote by R €
02(M,Endo(TM)) the curvature of the connection A € A(P) under this identifica-
tion. Let s € S(P, X) be given. The composition pos: P — sl(n,R)* is equivariant
and thus descends to a section ps € Q9(M, Endo(T'M)*). Denote the dual pairing of
these two sections by

(15, R) € Q%(M). (4.19)
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Define w(Vs A Vs) € Q%(M) by coupling the exterior product on M with the sym-
plectic from on TV P(X):

w(VsAVs): TM xTM — R, (u,v) = w(Vys, Vys) (4.20)

Lemma 4.2.2. Fiz a connection A € A(P). Let s € S(P,X) and define Q €
Q2(P(X)) by {4-18). Then

$*Q =w(VsAVs) — {us, R). (4.21)

where the two terms on the right hand side are define by and .

Proof. Lift s € S(P, X) to an equivariant map s: P — X and define §: P — P x X
by 3(p) := (p, s(p)). It follows from (4.17) that

§°Qp (D1, P2) = wap) (Vi 8(1): Vi, 5(p)) = (1(s(p)), Falpr, P2))
The curvature form Fy € Q2(P,sl(n,R)) descends to R € Q*(M,Endo(TM)) and
hence §*Q descends to the 2-form w(Vs A Vs) — (us, R) on M. O

4.2.2 Action of the diffeomorphism group

The group Diff(M, p) of volume preserving diffeomorphisms can be viewed as infinite
dimensional Lie group with Lie algebra

Lie (Diff(M, p)) = {v € Vect(M) | de(v)p = 0} .

Every ¢ € Diff(M, p) lifts naturally to an equivariant diffeomorphism of P defined by

¢:P =P, 6(2,0) = (6(2),dd(2) 0 0)
for z € M and 6 € Hom(R",T,M). This induces a natural action
Diff(P, p) x S(P,X) — S(P,X), ¢*s:=s50¢

where we view elements of S(P, X) as equivariant maps s: P — X.

Infinitesimal action

There is a one-to-one correspondence between connections A € A(P) and SL(n,R)
connections V on T'M. For the calculation of the infinitesimal action it is useful to
adopt the later point of view and to choose a torsion free SL(n,R) connections on
TM as auxiliary data.

Lemma 4.2.3. Choose a torsion-free SL(n,R) connection V on TM and denote
by A € A(P) the corresponding connection 1-form on P. Let v € Vect(M) with
du(v)p =0 and denotes is flow by ¢!, € Diff(M,p).

1. The infinitesimal action of v on P is defined as

d
Ev(za 9) = % (Qﬁ)(z)a dqﬁf,(z) © 0) € T(z,G)P
t=0
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and satisfies for all (z,0) € P
dm(z,0)L,(2,0) = v(z), Arz0)(Ly(2,0)) = 9_1(V9(_)v)(z). (4.22)
where w: P — M denotes the projection map.
2. Denote by Vv : P — sl(n,R) the map (z,0) — 07 (Vo()V)(2) . Then

d

EUS = &

(¢1)"s = Vs — Ls (V). (4.23)
t=0

Proof. The first part of (4.22) follows from

dm(z,0)L,(x,0) = %

d

=2 de) =),

t=0

7(¢y(2), ddy (2) 0 0)

t=0

The following calculation uses that V is a torsion free connection corresponding to
A € A(P). For every £ € R™ it holds

Az (Lo(2,0))6 = 071 Vgl (2)0(8)|,_y = 07 Voge) 08 (2)|,_y = 07" Vo(eyv(2).

This completes the proof of (4.22). Next, let s : P — X be an equivariant map.
Then, by the chain rule and (4.17)), it follows

(Lys)(p) = ds(p)[Lu(p)] = Vs(P)[Lo(P)] = Lis(p)) Ap(Lo(p))

for every p € P. Equation (4.23)) follows from this and (4.22]). O

Exact volume preserving diffeomorphism

A diffeomorphism ¢ € Diff(M, p) is called exact, if there exists an isotopy ¢ : [0, 1] —
Diff(M, p) with ¢9 = 1 and ¢1 = ¢ and there exists a smooth map v : [0,1] —
Vect(M) such that 0i¢py = v 0 ¢y and ¢(vy)p is exact for all ¢ € [0,1]. This is the
subgroup of Diff(M, p) corresponding to the Lie subalgebra

Lie (Diff., (M, p)) = {v € Vect(M) | ¢(v)p € dQ"*(M)} .

The dual space of the Lie algebra can be identified with the space of exact 2-forms
on M using the pairing

02, (M) x Lie(Diff., (M, p)) — R, (1,v) = / T A oy
M

where a, € Q"2(M) satisfies da, = ¢(v)p. By Stokes theorem, the pairing does not
depend on the choice of this primitive, since 7 is exact.

4.2.3 Donaldson’s moment map

For s € S(P, X) the moment map p : X — sl(n, R)* gives rise to a section y, := pos €
QO(M,Endo(TM)*). Its covariant derivative is a tensor Vs € QY (M, Endo(TM)*)
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and we denote by ¢(Vpus) € Q(M) its contraction of the first and third index. This
is given by

o(Vus) € QY(M), Z Veibts, (M ®e)o) (4.24)

where (eq,...,e,) is a local frame for TM with dual frame (e!,...,e") and the

contraction does not depend on the choice of this basis. We are now ready to state
the main result of this section.

Theorem 4.2.4 (Donaldson’s moment map). Let V be a torsion-free SL(n,R)
on TM and define

p:S(P,X) — Q*(M), w(s) = w(Vs AVs) — (us, RY — de(Vis) (4.25)

where the expression on the right hand side are defined in (4.19), (4.20) and (4.24)).

1. pu(s) is closed for every s € S(P, X).

2. p is equivariant for the action of Diff(M, p).

3. Let v € Vect(M) be an exact divergence free vector field and choose a primitive
a, € Q"72(M) with de, = 1(v)p. The derivative of the map

S(P,X) — R, 5 / ) Ay (4.26)
is the map TsS(P, X) — R defined by

S

€

(8,Ly8) = / w(=Vys+ LsVv,5)p (4.27)
M
4. is independent of the choice of the torsion free SL(n,R) connection V.

Remark 4.2.5. The map p is not a moment map in the strict sense, since it takes
values in the space of closed 2-forms. Let v € Vect(M) such that ¢(v)p is exact and
choose a, € Q"~2(M) with da,, = ¢(v)p. Then

((s),0) = /M u(s) A a

depends on the choice of the primitive «,,. Different choices for «, change the pairing
only by a constant, and so its derivative is well-defined and independent of any choices.
The equations and (4.26) show that u satisfies the moment map equation.

Alternatively, it follows from Lemma that the values of y(s) are contained
in a single cohomology class in H?(M). Let T be any representative of this class and
consider u(s) — 7 as a moment map. This is a moment map in the strict sense, but
it is not equivariant unless M is a surface.

The proof of Theorem takes up the rest of this section.
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Proof of the first two assertions in Theorem [4.2.4]

It follows from Lemma that
u(s) :==s"Q—dc(Vus). (4.28)

Since Q € Q?(P(X)) is closed, this implies that p(s) is closed.

Let ¢ € Diff(M, p) be given and define V := ¢*V. This is again a torsion free
SL(n,R) connection on TM. Since the pullback of connections is functorial with
respect to the various induced connections, we get

A(Viges) = (Vo' us) = c(¢"Vis) = ¢*c(Vs).-
and similarly
w(V¢*s, Vd*s) — (g5, RY) = ¢*w(Vs,Vs) — ¢* (s, R@).

Hence equivariance of p will follow from the fourth assertion that u is independent
of the choice of the torsion free SL(n,R) connection V.

Proof of the moment map equation

We prove the third assertion in Theorem Let v € Vect(M, p) be an exact
divergence free vector field and choose a, € Q"= 2(M) with da, = t(v)p. We claim
that for any smooth curve s : R — S(P, X) it holds

at/ S QN g = w(—Vys(t), (1)) (4.29)
M

—0 / de(Vise)) N o = w(Lgy Vv, §(1)). (4.30)
M

These two equations together with (4.28]) then yield the third assertion.
We prove ((4.29)): Since Q is closed it follows from Cartan’s formula:

o, /M S QN 0y = /M ds(t)* (L(3(0)) A o

_ / S8 (UE(1)Q) A u(v)p
M

_ / o(0)s(8) ((3())2)p
M

:/ Q(5(t), ds(t))p
M

:/ w(8(t), Vus(t))p = w(=Vys(t), $(t))
M

where we used in the penultimate equation that the horizontal and vertical tangent
spaces of P(X) are Q-orthogonal.
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We prove (4.30)): The moment map equation on the fibre X yields

(Lo Vo, 4(1)) = /M<du<s<t>>s'<t>, Voo = 0, /Mws@, Volp.

On the other hand, integration by parts yields

/M de(Vis) N oy = /M (Vi) A (v)p = /M L(v)e(Vps)p-

Thus (4.30) will follow from the observation
| (V) + (e 9o =0, (431)

In local coordinates, write v = vie; and s = ple’ @ ej. Then 1(v)e(Vius) + (s, Vo)
is given by _ _ _

vl,uf;k + vfkuf = div(v'uler).
Hence the integrand in (4.31)) is a divergence term and its integral vanishes.

Independence of the connection

We prove the fourth assertion in Theorem Let V and V' be two torsion free
SL(n, R)-connections on TM and define

v :=V' =V € Q' (M, Endo(TM)).

This satisfies the additional symmetry 'ym = fyﬂ We show in the following that the
moment map - defined with respect to V and V' agree.

Step 1: The formula R = R+ dV~y + [v,~] yields
(s, B = R) = (ps, ¥y + [7,7]) (4.32)
Step 2: We show
de((V' = V) ps) (e €5)
— (s, (V) (€ir€5)) + (Ve s Y(€i) — (Ve s, V(€5))-
For ® € Q°(M, Endo(TM)) it holds
(V' = Vs, @) = (s, (V= V')®) = (us, [2,7]).

This yields the formula

(Vs = Vis) €j = <,Us,z ej®€77 61]>
=1

Using the symmetry condition ~/; = ~J; and tr(y(ex)) = Y1 7i, = 0, we obtain

(4.33)

n

n
Z [e; ® e ei)] Z Vipe; ® €* —’ijek ®e' = —(e))
i=1 ik=1
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and hence

(Vs — Vi) = Zﬂsv

Differentiating this equations yields

de((V" = V)ps)(eir e5) = Le; (ps, V() — Le, (s, v(e5)) — (s, V[es, €5])
</1457 ve (ez) in’Y(ej) - ’Y[ezﬁ ejD
+ <V€jy’87’y(62)> - <v€ip’87’y(ej)>
(s (dY ) (eis€))) + (Ve s, 7(€0)) = (Veo s, 1(e5))-
and this proves (4.33]).
Step 3: We show that
w(V's,V's)(ei,e;) —w(Vs, Vs)(ei, e;)
= (us, [v(ed), (e)]) + (Ve s, 7€) — (Ve s, v(e5))

Denote by A’ := AY and A= Av the corresponding connection 1-froms on P.
Then (A’ — A)(z,0) = 6~ 'v(2)0 and ([4.17) yields

(V's — Vs)(z,0) = Ls(07(2)0). (4.35)

(4.34)

Then follows
w(V,,5,V, s) —w(Ve,s, Ve,s)
=w(Ve,s = Ve;5,Ve;8) +w(Ve,s, Ve s = Ve, 5)
+w(Ve,s = Ve85,V 5= V;s)
= wW(Ls(077(€:)0), Ve, 8) — w(Ls (07 (e;)0), Ve,5)
+w(Ls (07 y(e0)8), Ls(071(e;)0))
= (du(s)[Ve, 8], 071 (€q)0) — (dp(s)[Ve,s], 0y (e;)0)
+ (u(s), 07" [v(eq), v(e;)]0)
= (Ve s, v(€i)) = (Ve s, v(e5) 4 (s, [(€i), v(e5)])
The last equation uses Vj(p 0 s)(p) = du(s(p))[Vps(p)] which follows from ([£.17).

Step 4: The moment map p is independent of the chosen connection.

This follows directly from (4.32)), (4.33)), and (4.34) and completes the proof of
Theorem E.2.4

4.3 Complex structures on R? and quadratic forms.

The main applications of Theorem [£.2.4] to Teichmiiller theory arises when one takes
as fibre the hyperbolic plane or its cotangent bundle. We recall in this section fun-
damental properties of these spaces and establish our notation. In particular, we
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show that the hyperbolic plane can be identified with the space of linear complex
structures on R?. Its cotangent bundle can be identified with pairs (J,q) consisting
of a complex structure and a quadratic form.

4.3.1 The hyperbolic plane

The upper half-plane model. Let H := {z € C|Im(z) > 0} denote the upper
half plane. It has a canoncial complex structure and we endow it with the hyperbolic
metric and volume form

_ dz? + dy?

dz A dy
y? - '

y2

gH(iU, y) ) wH(xry)

The group SL(2,R) acts on H by Mdbius transformations

SL(2,R) x H > H, ( . Z >z = Ziz (4.36)

Every Mobiustransformation is a Ké&hler isometry of H. This action is transitive with
stabilizer SO(2) at i and therefore H 2 SL(2,R)/SO(2).

The disc model. Let D := {z € C||z| < 1} denote the open unit disc in C. It
carries a canonical complex structure and we equip it with the hyperbolic metric and

volume form
4(dz? + dy?) 4dx A dy
W= T m o P Ao Z e
(1—22 —y?) (1—2%-y?)

SUuJy:{Aesuzm’m<é 91>A=<é Pl>}

(3 2)wsec e o)

acts by fractional linear transformations on D via

SU(1,1) x D v D, <(g f[)zw

The group

Lemma 4.3.1 (Cayley transform).
1. The map f:H — D defined by
z—1

Fz) = - T (4.37)

is a Kihler isometry with inverse given by f~'(z) := {12,

2. There exists a unique isomorphism SL(2,R) = SU(1,1) such that is
equivariant. The isomorphism SL(2,R) — SU(1,1) is given by

(ccz b ) L ( (a+d)+(b—c)i (a—d)—(b+c)i>

d 2\ (a—ad)+(b+c)i (a+d)—(b—c)i
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with inverse SU(1,1) — SL(2,R) given by

(5 2)m (Tt ) )

Proof. The first part is left to the reader. For the second part, let

m:(i Z)eSL(z,R)

be given. The automorphism v (z) := f (V. f~*(z))) is then given by

(ai—b+c+di)z+ (ai+ b+ ¢ — di)

¥(z) = (ai—b—c—di)z+ (ai+b—c+di)

and after normalization this yields the desired isomorphism SL(2,R) = SU(1,1). O

4.3.2 The space of complex structures on the plane

Denote the space of linear complex structures on R?, compatible with the standard
orientation, by

J(R?) :={J € End(R?) | J* = —1, det(-, J-) > 0}

This is a smooth manifold and the tangent spaces at J € J(R?) consists of all J-
antilinear endomorphism:

T;7(R?) = {J € End(R?) | JJ + JJ = 0}.

The space J (R2) is a Kéhler manifold, where the complex structure on 7,7 (R?) is
given by J + —JJ and the metric and symplectic form are

A 1+ 4 A 4 1 .-
wj(Jl, Jg) = 5t1‘(J1JJ2), gj(J1, Jg) = itr(J1J2) (438)
The group SL(2,R) acts on J(X) by conjugation
SL(2,R) x J(R?) — J(R?), U, J=0Ju L,

This action preserves the Kihler structure on J(R?). Moreover, it is transitive with
stabilizer SO(2) at the standard complex structure

0 -1
Jo = ( - )
Therefore, J(R?) = SL(2,R)/SO(2) and the next lemma gives an explicit formula

for the composition H = SL(2,R)/SO(2) = J(R?).

Lemma 4.3.2. There exists a unique Kdhler isometry j : H — J(R?) which is
SL(2,R)-equivariant and satisfies j(i) = Jy. It is given by the formula

24y
j i H— J(R?), Jjlx+dy) = ( Y ) (4.39)
y

< =2 |8



4.3. COMPLEX STRUCTURES ON R? AND QUADRATIC FORMS. 161

Proof. Let z =z + iy € H and define

m;:\}g(g f)eSL(Q,R).

Then z = V,i and SL(2, R)-equivariance implies

j(z):\I/JO\Iﬂ:;(g f)(? _01>((1) _yx>:<

The derivative dj(i) : TTH — T, J (R?) is given by

s T -9
dj(i)z = ( g _£>

for 2 =2 +ig € C. This is complex linear, since dj(i)[iZ] = Jodj(i)2. Moroever,

wa@iaam =5 (o ) (7 3 ) (5 )=

shows that dj(i) the symplectic structures. Then, by compatibility, it also intertwines
the metrics. It follows now from the SL(2, R)-invariance of the Kéhler structures on
J(R?) and H that j is a Kéhler isometry. O

< |2 |8
\

‘ Hl\)

<8< |+

<

N

N———

Denote by wg = dz A dy the standard area form on R2. Every J € J(R?) defines
a hermitian form on (R?,.J) defined by

hy: R2 X R2 — C, h](', ) = wo(-, J) + iUJo(', ) (440)

This is complex anti-linear in the first coordinate and complex linear in the second
coordinate with respect to J. A direct computation shows that h;(.) has the matrix
representation

¢ 1 —Zz
hjcy(v,w) =v Im(z)( —1z e ) w. (4.41)

for v, w € R2.

4.3.3 Complex quadratic forms

Let J € J(R?) and define the associated hermitian form h; by (4.40). We denote
the space of complex quadratic forms on (R?,.J) by

Q(J) := {q: R? x R* — C|(J,i)-complex bilinear and symmetric}.

This carries the complex structure ¢ — ig and the hermitian structure

90(q1,q2) :== Re (W) ’

hy(v,v)
wal@1.4) = Tm (thJ()qa())> |

where both expressions do not depend on the choice of the vector v € R*\{0}.

(4.42)



162 CHAPTER 4. MOMENT MAPS AND TEICHMULLER THEORY

Identification with tangent vectors. The map
T,J(R?) = Q(), T qy =hs(J") (4.43)

is a complex linear unitary isomorphism identifying tangent vectors with quadratic
forms. The next lemma summarizes some properties of this map.

Remark 4.3.3. The identification T;7(R?) = Q(J) is a consequence of our choice
for the complex structure on 7 (R?) being multiplication by —.J. If one considers the
opposite complex structure, i.e. the one given on 777 (R?) by multiplication with .J,
we would end up with an identification Q(.J) = 757 (R?). However, with this choice
of complex structure, the map j : H — J(R?) defined by would be complex
antilinear.

Lemma 4.3.4 (Quadratic forms and tangent vectors).
1. For J € J(R?) and J € T;J(R?) it holds
hy(Jv,w) = hy(Jw,v) (4.44)
for all v,w € R2. In particular, g5y = hy(J--) € Q(J).

2. For every J € J(R?) the map s a unitary isomorphism with respect to
the structures defined in and .

3. The collection of maps is SL(2,R)-equivariant in the following sense:
Let J € J(R?), J € T;J(R?), and ¥ € SL(2,R), then

Ay (5. (v,w) = Q(JJ)(\I/_lv, T~ lw)
for all v,w € R2.
Proof. Differentiating the equation wy(Jv, Jw) = wo(v,w) it follows
wo(Jv, Jw) + wo(Jv, Jw) = 0.

Hence wo(Jv, Jw) = wy(v, JJw) shows that Jis self-adjoint with respect to the inner
product wy(+, J-). Moroever, wq(Jv,w) = —wy(v, Jw) and then follows

hy(Jv,w) = wo(Jv, Jw) + iwo(Jv, w) = wo(v, JJw) + iwe(Jw, v) = hy(Jw,v)

This completes the proof of (4.44).
For the second part, it follows from (4.44) that

1 (hJ(j2u,v) . hJ(jQJv,Jv)> ~hy(Ju, Jo) (v, Ju)?

= [l

— _
1= 3 hy(v,v) h(v,v) h(v,v) hy(v,v)?

where we used in the penultimate equation that (R2,.J) is complex one-dimensional

and hence |h (v, Jv)|2 = hy(v,v)hs(Jv, Jv). Hence is an isometry. It is clearly

complex linear and by compatibility it also intertwines the symplectic structures.
Finally, let ¥ € SL(2,R) be given and compute

(g5 = Pwsw (U1 = wo(WJO WJOh) 4 wo(WJT )
= wo(JUTH JUT) 4w (SO UTR) =g 5 (BT W),

This proves equivariance and the lemma. O
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Identification with covectors. The Riemannian metric on [J(R?) defines a com-
plex anti-linear isomorphism of the tangent bundle and cotangent bundle of J(R?).
This is given by

T, 7(R?) = TiT(R?),  Jes (j’ o %tr (jj’)) . (4.45)

Combining this map with the isomorphism j : H — J(R?) defined by (4.39) yields an
identification between the T*H and the bundle of quadratic forms over J(X), which
is complex anti-linear along the fibres.

Lemma 4.3.5 (Quadratic forms and covectors). Define the map

(j,q) : T*H — J(R?) x Hom(R? ® R? C)
_2lty? T 4.46
Jj(z,w) :=j(z) = < Y ) , q(z,w) := < S g ) (4.46)

_z
Y

< =2 |8

where z =x + ¢y € H and w € C. Then the following holds:
1. is SL(2, R)-equivariant in the sense that
(¥ (z,w))(,-) = q(z,w)(TH,071) € Q(Pj(2)T)
for every ¥ € SL(2,R) and (z,w) € T*H.
2. For every z € H the fibre map q(z,-) : TXH — Q(j§(2)) is a complex anti-linear
isometry satisfying
(a) 9q(a(z,w1), q(z,w2)) = Im(2)? Re(wwp).
(b) wo(q(z,w1),q(z,ws)) = Im(2)? Im(wys).
(C) Q(Z7 iw) = —’I,q(Z,U))

Proof. We leave it to the reader to check that the map (g, j) is indeed constructed by

combining (4.43)), (4.45]), and (4.39). Since all these maps are SL(2,R)-equivariant
isometries, with (4.43) and j being complex linear and (4.45) being complex anti-
linear, it follows then that ¢ is a SL(2,R)-equivariant and complex anti-linear isom-
etry. O

Duality. In our discussion so far, we viewed a covector J* € T3J(R?) as real-
linear map J* : T;J (RQ) — R. This extends uniquely to a complex linear map from
T;J(R?) — C and the resulting complex linear dual pairing is given by

TiJRY) x T;T(R?) - C,  (J*,J)=J"(J)+iJ*(JJ) (4.47)
Identify 7737 (R?) with Q(J) using (4.43) and (4.45). This identification is complex
anti-linear and the dual pairing (4.47)) takes the form

7 q(j’U,’U)

Q(J) xT;J(R?) — C, (g, N)oxTs = (o) (4.48)

where the right hand side does not depend on v € R?\{0}. This pairing is complex
anti-linear in the first coordinate and complex linear in the second one.
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Lemma 4.3.6. Define (j,q) : T*H — Hom(R? x R?,C) by . Then

wz = <q(z7w)7dj('z)2>Q><T.7 (4.49)

for all z € H and 2,w € C. Here we think of 2 € T,H, w € T;H, and define the right
hand side by .

Proof. This follows directly from the construction of the dual pairing. Alternatively,
one may use Lemma to verify the formula at z = i and then use SL(2,R)
equivariance of both sides in (4.49) to complete the proof. O

4.3.4 A moment map for Mo6biustransformations

Lemma 4.3.7. The action of SL(2,R) on J(R?) and H is Hamiltonian and generated
by the equivariant moment maps

ng - j(Rz) - 5[*(2>R)7 <M.7(J)7§> = —tr(J§),
pr H = s°(2,R),  (um(2),€) == —tr(j(2)¢)

for € € s1(2,R). Here j : H — J(R?) is the isomorphism defined by ,

Proof. Let J € J(R?), J € T;J(R?) and ¢ € s[(2,R). The infinitesimal action of &
at J is given by L;& = [£, J] and therefore

A 1 o 1 A A R
Wy (L!,g,J) = Str ([g, J]JJ) =5 (—tr (gJ) “tr (JgJJ)) — —tr(J¢)
This proves the first part of the lemma and the second part follows from this by
equivariance of j. O

4.4 Teichmiiller space as symplectic quotient

Throughout this section let (3, p) denote a closed 2-dimensional surface with fixed
area form p and genus(X) > 2. Let X = H be the upper half plane and denote by
P — ¥ the SL(2,R) frame bundle. Then

P(X)=2J(%) ={J € Q%S,End(TS) | J* = -1, p(-, J-) > 0}

is the space of complex structure on X, compatible with the orientation determined
by p. It follows from Theorem that the natural action of Ham(X, p) on J(X)
is Hamiltonian with moment being 2(K; — ¢)p, where K; denotes the Gaussian
curvature of the metric p(-, J-) and ¢ = %

in Theorem [1.4.2 below. The resulting Marsden-Weinstein quotient is

. The details of this are given

T(S,p) == J(S)//Ham(E, p) = {J € T () | 2K, = c} /Ham(E, p)

and it follows from general principles that this carries a symplectic structure. This
moduli space fibres over the Teichmiiller space 7 (%), which has the description

T(%) = J(2)/Diffo(¥) = {J € T(X) | K; = c}/Symp(X, p).
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We show that the fibres of T (2, p) over T(X) are symplectic submanifolds and that
the symplectic form on 7~'(E, p) descends in a canonical way to 7(%). The resulting
symplectic form is the Weil-Petersson symplectic form on Teichmiiller space and
does not depend on the fixed area form p (apart from scaling). The final subsection
recalls the well-known fact that Teichmiiller space 7 (X) can be embedded into the
representation variety Ham (7 (2),SL(2,R))/SL(2,R). The image consists of the so-
called Fuchsian representations and this subsection can be viewed as model case for
our discussion of the quasi-Fuchsian moduli space in the next section.

4.4.1 The Hamiltonian quotient

Let (X, p) be a closed, oriented 2-dimensional surface with fixed area form p and with
genus(X) > 2. Denote by P its SL(2,R) frame bundle and consider the associated
bundle P(H) := P Xgp,(2,r) H. Define j : H — J(R?) by (4.39). Then

P(H) = End(T%),  [(2,6),¢] = 6715(0)0 (4.50)
is a well-defined embedding which yields the identification
S(PH)=J(8) = {J € Q%E,End(T%) | J* = -1, p(, J-) > 0} .

The next lemma summarizes same important properties of this setup.

Lemma 4.4.1.

1. Any torsion-free SL(2,R) connection on TS induces connections on P(H) and
End(TX) which are compatible with respect to the embedding .

2. The inclusion is Symp(%, p)-equivariant.

Proof. The proof is a matter of unravelling the definition. We leave this as an exercise
to the reader. O

Theorem 4.4.2. The action of Ham(X, p) on J(X) is Hamiltonian and generated
by the moment map

p:JE®) =0 %), () =2(K;—c)p

27 (2genus(X)—2)

where Ky denotes the Gaussian curvature of the metric p(-, J-) and ¢ = wol(3,0)

Remark 4.4.3. This moment map was first established by Quillen and it has been
generalized by Fujiki [48] in the integrable case and Donaldson [34] to the space of
compatible almost complex structures on a symplectic manifold.

Proof. Let V be the Levi-Civita connections of the metric p(-, J-). By the Newlander-
Nierenberg theorem, every complex structure J € J(X) is integrable and in particular
VJ = 0. We calculate the moment map p using Theorem Since VJ = 0, the
two terms w(V.J,V.J) and ¢(Vuy) both vanish. The only remaining term is

(g, RYV) = —tr(JRY) = 2K jp.
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We used in the last equation that the Gaussian curvature K and Riemann curvature
tensor RY are related by

K- (RY (u,v)v,u)

Tl o2 = (u, 002

RY (u,v) = =K p(u,v).J

for all w,v € Vect(X). The constant ¢ = 2m(2genus(X) — 2)/vol(3, p) is determined
by the Gauss-Bonnet theorem and guarantees that p(J) is an exact 2-form. O

The Marsden-Weinstein quotient of J(X) by Ham(X, p) is defined as the quotient
of p~1(0) by Ham(X, p). This yields the quotient space

T(S,p) = {J cJ(®) ‘ K, = 2r2eenus(®) — 2) } / Ham(3, ). (4.51)

vol(X, p)

It follows from the formal properties of a moment map that the symplectic form on
J(X) descends to a symplectic form on T (X, p).

4.4.2 Donaldson’s description of Teichmiiller space
The Teichmiiller space of X is defined as
T(5) = T(5)/Diffy(5).

Early and Eells [41] showed that Diffy(X) acts freely on J(2) and J(X) — T(X) is a
fibre bundle with fibre Diffy(X). It is a classical theorem of Teichmiiller that 7 (X) is
homeomorphic to R%~6 where g = genus(X). Fischer and Tromba [46] were able to
prove Teichmiiller’s theorem directly from the fibre bundle description of Early and
Eells. A corollary of this is the well-known fact that Diffy(3, p) is contractible. This
can also be proven directly and we will make use of this fact in the following.

Two descriptions of Teichmiiller space

Lemma 4.4.4. Assume genus(X) > 2. Then the inclusion Symp, (X, p) C Diffy(X)
is a homotopy equivalence.

Proof. This follows from a parametrized version of Moser isotopy (which I learned
from [96]). Denote

V() = {w € Q3(%) ’w is an area form and / w= / p} .
b b
Standard Moser isotopy arguments show that there exists a continuous map
VY — Diffy(%), W Yy,
satisfying 1w = p. Then the map

is a homeomorphism with inverse (w,®) — ¢ o9 1. Since V(X) is convex, it follows
that Diffy(3) and Symp, (X, p) are homotopy equivalent. O



4.4. TEICHMULLER SPACE AS SYMPLECTIC QUOTIENT 167

Proposition 4.4.5. The inclusion p=*(0) < J () yields an isomorphism

{JEJQD‘KJz2W@§ﬁ§fﬁ_2)}/5wwdzm)gTﬁn

Proof. Denote ¢ := 2m(2genus(X) — 2)/vol(X, p). By Theorem the moment
map is given by u(J) = 2K;p — 2c and this is clearly Symp(X%, p)-equivariant.
In particular, x~'(0) is preserved by the action of Symp,(X,p) and the quotient
#~(0)/Sympg (%, p) is well-defined.

The uniformization theorem shows that for every J € J(X) there exists a unique
metric gy which is compatible with J and has constant curvature K,, = c. Let p;

denote the area form of g;. The triple (J, g7, ps) is satisfies the naturality condition
91 = gp, " ps = peprs (4.52)

for every diffeomorphism ¢ : ¥ — 3, by of uniqueness of the metric g;.

We show surjectivity: For J € J (%) it follows from Gauss-Bonnet that vol(X, py) =
vol(X, p). Hence, by Moser isotopy, there exists ¢ € Diffy(X) such that ¢*p; = p and
hence ¢*J € p=1(0).

We show injectivity: Let Jy, Jo € J(X) with pj, = p = py, be given and suppose
that J; = ¢*Jo for some ¢ € Diffy(X). Then ¢*pj, = pj, implies ¢ € Symp(%, p).
By Lemma [1.4.4] it now follows ¢ € Diffo(2) N Symp(Z, p) = Sympy(X, p) and this
completes the proof. O

Complex structure on Teichmiiller space

The next lemma calculates the infinitesimal action of Diffy(X) on J(X).

Lemma 4.4.6. Let J € J(X), v € Vect(X). The Lie derivative of J is given by
LyJ =2J0;v

where O is the canonical Cauchy-Riemann operator on (TS, J) determined by J.

Proof. Denote by V the Levi-Civita connection for the metric g := p(-,J-) and let
v, w € Vect(X). Then

(Lo )w = Ly(Jw) — J(Lyw) = [Jw,v] — J[w,v] = IV v — Vv = 2J(050)w

and this completes the proof. O

It follows from the Riemann—Roch theorem, that ¥ admits no holomorphic vector
fields. The infinitesimal action is hence injective and the orbits Diffy(X)-J are complex
submanifolds of J(X). The complex structure on J(X) thus descends canonically to
the Teichmiiller space T(X) = J(X)/Diffy(X).



168 CHAPTER 4. MOMENT MAPS AND TEICHMULLER THEORY

Symplectic structure on Teichmiiller space

Denote by 7 (%, p) the Marsden-Weinstein quotient (4.51)) and define
H := Sympy(%, p)/Ham(%, p).

Recall that Ham(X, p) < Symp (X, p) is a normal subgroup (see [85], Proposition
10.2i and therefore H is a well-defined quotient group. It follows form Proposition

that Teichmiiller space has the description 7(X) = T (%, p)/H.

Remark 4.4.7. The flux homomorpism associates to every path [0, 1] — Symp, (3, p),
t — 1, a cohomology class in H(X,R) defined by

1
Flux({1,}) := /O [L(Ofy)w] dt € HY (S, R).

Since 1 (Symp (X)) is trivial by Lemma it follows that the the flux homomor-
phism descends to an isomorphism

Flux : H := Symp,(%, p)/Ham(X, p) = HY(Z,R).
See [85], Proposition 10.18 for more details.
Lemma 4.4.8. The H-orbits in T (X, p) are symplectic submanifolds.
Proof. Let [J] € T(, p). Then, by Lemma we have

_ {JO,v|v € Vect(L) with du(v)p = 0}
"~ {Jdsv|v € Vect(E) with +(v)p exact}’

T (H - [J])

Next, consider the subspace S; C T;J(X) defined by
Sy :={dyv|v € Vect(X) with di(v)p = 0 = du(Jv)p}.

This is a complex and hence symplectic subspace. The natural projection from
T;J (%) to Ty T (X, p) restricts to a symplectic isomorphism from S to T (H - [J])
by the Hodge decomposition theorem. Hence i (H - [J]) is also symplectic and this
proves the lemma. O

Lemma 4.4.9. Let (Q,w) be a symplectic manifold and let G be a Lie group acting
symplectically, properly and freely on Q. Suppose that all G orbits are symplectic
submanifold of Q. Then Q/G carries a natural symplectic structure which is obtained
by declaring that (Ty(G-q))* — TiqQ/G is a symplectic isomorphism for every q € Q.

Proof. The tangent space T,(G - ¢) of the G-orbit through ¢ is by assumption sym-
plectic and so its symplectic complement (T,(G-¢))* is also a symplectc. The induced
symplectic form on T}, Q/G does not on the representative g, because G acts sym-
plectically on Q. It follows that /G carries a well-defined non-degenerated 2-form
wq/c € V(Q/G). Tt remains to show that wg ¢ € N?(Q/G) is closed. We have

dwq G (v1,v2,v3) = wg G ([v1, va], v3) + W a([v2, V3], v1) + wo a([vs, v1],v2)
— Ly, (wg)a(v1,v2)) = Ly, (Wo 6 (v2,3)) — Lo, (Woa(v3, 1))
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for vi,vs,v3 € Vect(Q/G). Let 0; € Vect(Q) be the unique lift of v; with 7;(q) €
(T4(G - q))¥ for all ¢ € Q. Then follows

wq/a([v1,v2], v3) = w([1, D2], T3)

since [01, D] projects to [v1,va]. Moreover, Ly, (wq ¢ (vi,v2)) = L, (w(?1,72)). Sim-
ilar equations hold for the other terms in d& and hence

d(UQ/G(’Ul,UQ,U3) = dw(’f}l,’f)g,f)?,) =0.

This completes the proof of the lemma. O

Weil-Petersson metric on Teichmiiller space

It follows from Lemma and Lemma that T (X) carries a natural symplectic
structure arising from the description

T(S) = T(S,p)/H = (™ (0)/Ham(S, p)) /H.

The next proposition shows that this symplectic structure agrees up to scaling with
the Weil-Petersson symplectic form, where the scaling factor is determined by the
total volume V' = vol(X, p). In particular, the induced symplectic structure on 7 (3)
is independent of p apart from scaling.

Proposition 4.4.10 (Weil-Petersson symplectic form). For J € J(X) denote
by g; the unique metric which is compatible with J and satisfies K,, = c, where
¢ :=27m(2genus(X) — 2)/vol(X, p). Let hy be the hermitian form

hy: TY®TY — C, hy(u,v) = gj(u,v) + igs(Ju,v).
By Lemma[{.4.6, the tangent space of [J] € T(X) is given by
TinT () = coker(d; : Q°(Z,TE) — QOH(E, TY)) 2 HSH(TS)

where HY' = {J € Q%' (2, T%)|0%J = 0} denotes the harmonic representatives.
The symplectic form on Teichmiller space is given by the formula

wr: HOUTD) x HYH(TD) = R, wr(Jy, Jo) = 2Re/ hy(JiAJy)  (4.53)
b
and the corresponding Kdahler metric
g7 HYN(TS) x HYHTD) = R, gr(J1, o) = —QIm/ hy(JyAJy)  (4.54)
b

is the Weil-Petersson metric.

Proof. The formulas and are Diff(¥)-invariant and descend to well-
defined pairings on Teichmiiller space. It follows from the Gauss—Bonnet theorem
that vol(X, g) = vol(X, p). Hence, by Moser isotopy and naturally (4.52), there exists
¢ € Diffy(X) such that ¢*J € p=1(0). We may therefore assume in the following that
p is the volume form of g;. N
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There are two point of views to understand jl, jg € T;J (%), namely as sections
in Q°(3, End(TY)) or as 1-forms in 93’1(2, TY). These two perspectives are related
by the formula

1 /. io/. . .
Str (Jl.]g) p+ 5t (Jl.].]g) p=—2ih;(Ji A o) (4.55)

The left-hand side of this expression integrates to the Kéhler structure on J(X).
The right-hand side yields the Kéhler structure and . Therefore, it only
remains to verify that every J € Hoj’l(TE) is tangent to ©~1(0) and in the symplectic
complement of the orbit Ty(Diffy(X) - J). Let F : ¥ — R be a Hamiltonian. Then

Theorem yields
aj/EQF(KJ —c)p = /Etr (—J(a]vF)Jf) p= —(5vp,j>Lz = —<vp,5*f>L2 =0.
This shows that .J is indeed tangential to p~*(0). Moreover, for v € Vect(X) we have
/E tr (jj(éﬂ)) p=1{J,JBy0) 2 = (%], Jv) 2 = 0.

Hence, by Lemma J is in the symplectic complement of T (Diffy(X) - J) and
this completes the proof. O

4.4.3 The space of Fuchsian representations

The moduli space of Fuchsian representations of ¥ is the space

_ {p € Hom(m(X), PSL(2,R)) | discrete and properly discontinuous}
N conjugation ’

F(X):

This is an open subset of the PSL(2,R) representation variety of 3.

Remark 4.4.11. We suppressed the dependency of F(3) on the choice of a basepoint
in ¥, since the moduli spaces for different choices are canonically isomorphic: Any
path 7 : [0,1] — X with 1(0) = zp and n(1) = 21 induces an isomorphism 71 (%, zo) —
m1 (X%, z1), [v] = [7yn], defined by concatenation. This yields an identification of the
corresponding Fuchsian moduli spaces which is independent of the choice of 7.

The identification of the Fuchsian moduli space with Teichmiiller spaces depends
on the Dehn—Nielson—Baer theorem. Denote by

Out (71 (X)) := Aut(m(X))/Inn(m (X))

the space of outer automorphism of m1(X). Let f € Diff(¥) and fix a basepoint
zo € X. Let n : [0,1] — ¥ be a path with n(0) = zo and 7n(1) = f(z0) and define
f« € Out(m1 (X, 20)) by

feol == Inf(v)ml.

In the quotient space of outer isomorphism, f, does not depend on the choice of the
path 7.
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Theorem 4.4.12 (Dehn—Nielsen—-Baer Theorem). The map
Diff(X) = Out(m (X)), [ [
is surjective with kernel Diffy(X). Therefore, Diff(X)/Diffy(X) = Out(m(X)).
Proof. See [42], Theorem 8.1 and Theorem 1.13. O

Theorem 4.4.13 (Fuchsian model for Teichmiiller space). Uniformization as-
sociates to every J € J(X) U J(X) a biholomorphic map ¢ : ¥ — H between the
universal cover of (X,J) and the upper half plane. The push-forward of the deck-
transformation action of 71 (X) on % yields a representation m (X) — PSL(2,R).
This construction is descends to a well-defined isomorphism

TE)UTE) = F(D)

where the right hand side is the disjoint union of the Teichmiiller spaces obtained
from both orientations of 2.

Proof. We describe both directions of the isomorphism in the following;:
Step 1: Construction of the map T(X) UT(E) — F(¥).

_ Let J be a complex structure on X. Denote by ¥ the universal cover of ¥ and by
J the lifted complex structure. By uniformization, there exists a biholomorphic map

6. > H

which is unique up to postcomposing with an element of Aut(H) = PSL(2,R). The
fundamental group 7, (2) acts by deck-transformations on 3. The pushforward of this
action under ¢ yields a holomorphic action of 71 (X) on H and thus a representation
p:m(2) = PSL(2,R). Postcomposing ¢ with an element of PSL(2,R) corresponds
to conjugation of the representation and we obtain a well-defined map

J(E) = F(X)

We show in the following that this map descends to 7(X) U T(X). To be precise, fix
a base point zg € ¥ and identify the universal covering of ¥ with

¥ ={B:1]0,1] — | is a smooth path with 5(0) = 29}/ ~
where two paths are identified if they are homotopic with fixed endpoints. Let f :
[0,1] — Diff(¥) be an isotopy with fy = id and define

F:2=3%8 fl8:=[t= f(BQ).

One readily checks that f is an 71 (3, zo)-equivariant lift of fi. In particular f*.J is

a lift of f;J and ¢ o f yields the same representation as ¢.
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Step 2: Construction of the map F(X) — T(Z)UT(Z).

First, we choose some reference data: Let Jy € J(X). By uniformization there
exists a discrete and properly discontinuous representation pg : 71 (X) — PSL(2,R)
and a biholomorphic map

¢0 : (E, Jo) — H/F with T':= po(m(E))

Next, let p : m(¥) — PSL(2,R) be a discrete and properly discontinuous represen-
tation. Then H/p(m (X)) & ¥ = H/T as differentiable manifolds and there exists a
diffeomorphism

[ H/T = H/p(m (X))

Without specifying the basepoints, f induces an isomorphism
feo: T =m(H/T) = m(H/p(mi (X)) = p(m (X))

which is well-defined up to conjugation. It follows from the Dehn-Nielson-Baer
theorem that the diffeomorphism f can be chosen in such a way that f. = po py !
holds up to conjugation and this determines f up to isotopy. Define J, € J(X) as
the pullback of the complex structure on H/p(m1 (X)) under the map (f o ¢¢). This
induces a map F(X) — T(2) U T(%).

The construction of this map does not depend on the reference data (Jy, po, ¢o)-
Let (Ji, p1,¢1) be a difference choice for the reference data and let p : 7 (¥) —
PSL(2,R) be a given representation. These yield complex structures Jg and Jf}
respectively where Jp1 agrees with the pullback of JS under h := (foodo) Lo(fiogr).
It follows from the construction that h, € Out(m1(X)) is the identity. Hence h €
Diffy(X) by the Dehn—Nielson-Baer theorem and both complex structures descend to
the same element in Teichmiiller space.

Both constructions are inverse to each other and this completes the proof of the
theorem. O

4.5 Hyperkahler thickening of Teichmiiller space

In this section, we consider the unit disc bundle in T*H as fiber:

X :=D'H:= {(z,w) eEHxC ’|w| < 1}
Im(z)
This carries a natural SL(2, R)-action and a holomorphic symplectic form. We show
in Theorem [4.5.1] that X carries a (essentially unique) SL(2, R)-invariant hyperkéhler
structure compatible with the holomorphic symplectic form. The restriction to the
disc bundle is necessary for this discussion, because the hyperkédhler structure ceases
to exist on the total space of T*H.

As before let (X, p) be a closed 2-dimensional manifold equipped with an area
form p and denote by P — ¥ its SL(2, R) frame bundle. Using Lemma [4.3.5] one can
identify the space of sections S(P, X) of the associated bundle P(X) := P xgp,2r) X
with

0\(%) == {(J,0)| T € T (), 0 € Q). lols < 1}
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where Q(J) is the space of quadratic differentials o € Q°(%, S?(T*YE ®,; C)). The
hyperkéhler structure of X induces a hyperkédhler structure on the bundle Q;(X%).
The general theory developed in Theorem [£:2.4] then yields a hyperkéhler moment
map for the action of Ham(X, p) on Q;(X). This is the content of Theorem

As in the construction of Teichmiiller space, one would like to construct a sym-
plectic quotient for the action of Symp, (%, p) instead of Ham(X, p). This requires
some additional work, as the Symp, (%, p)-action does not admit a hyperkéahler mo-
ment map. A key ingrendient in constructing this moduli step is a slight extension
of the arguments in the proof of Theorem [£5.13] which yields two moment maps
for the Sympy (%, p)-action. After suitable rescaling and applying standard Moser
isotopy arguments, this yields the moduli space

M= {0y eMere) < @uy) | 22 Bl Y foms) s

Ky — %|U|527 =3

where ¢ = 2m(2—2genus(X)) /vol(X, p) and J,; € J(X) is the unique complex structure
compatible with g. This moduli space comes equipped with a natural hyperkahler
structure and an embedding 7 (X) < M of Teichmiiller space. We investigate the
rich geometry of this moduli space in the following section.

4.5.1 Hyperkiahler extension of the hyperbolic plane

We identify the unit disc bundle inside the cotangent bundle of the hyperbolic plane
with the set

X = {(z,w) €HxC ‘w| < Iml(z) }

This carries a natural SL(2,R) action induced by the action on H

: ) (z,w) = (“z 0 (et d)%) (4.57)

cz+d’

Q

SL(2,R) x X — X, ( :

and a S! action which is given by rotation of the fibre
Slx X - X, (eit7 (z,w)) — (z, eitw) (4.58)

As a complex cotangent bundle, X carries a natural holomorphic symplectic struc-
ture. This consists of the complex structure Jy(2,%) := (i%,i®) and the complex
nondegenerate closed 2-form dz A dw € (23’10 (X). Denote the real and imaginary part
of this form by

wo :=dx Adu—dy A dv, w3 :=dx Adv+dy A du

where z = z + iy and w = u + iv. A hyperkdhler metric on X, which is compatible
with this holomorphic symplectic structure, is a Riemannian metric g satisfying the
following: The relation

wl(,J’L) :g(v) fOI"L:]_72,3

defines a Kahler form w; and integrable complex structures J, J3 which satisfy the
quaternionic relations together with Jj.
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Feix [43] and Kaledin [67] proved the following general existence result which
applies to our situation: For any real analytic Kéhler manifold, there exists a unique
Sl-invariant hyperkihler metric defined on some neighbourhood of the zero section
in the total space of the cotangent bundle, which is compatible with the canonical
holomorphic symplectic structure. The following theorem calculates this metric in
the case of the hyperbolic plane and shows that it exists on all of X.

Theorem 4.5.1 (Hyperkihler metric on X.). Define the Riemannian metric g
on X by

B dzdz n Im(z)?
I omm(z)2VT 2 2y 2

iIm(z)w deduw — iIm(z)w diods

dodw + ———— —
21 — r2 2v1 —r2

where r := |w|Im(z). Then g is a SL(2,R) x S'-invariant hyperkihler metric on
X. It is compatible with the holomorphic symplectic structure and restricts to the
hyperbolic metric along H x {0} with curvature —1.

Proof. This is Lemma 16 in [38]. The proof takes up the rest of this subsection will
be completed on page [I78] below. O
Remark 4.5.2. It is easy to verify detgsg = % and then to deduce that g is a
hyperkéahler metric. The purpose of the following discussion to explain the derivation
of the formula. This will be important for our discussion in Chapter 5.

Remark 4.5.3. The hyperkahler metric on X is not complete.

Remark 4.5.4 (The second complex structure). Hodge [61] showed that there
exists a SL(2,R)-equivariant diffeomorphism « : X — H x H which identifies the
second complex structure Jy on X with (i, —i) on H x H. It is given by the formula

a(z,w) = (exp, (ifz(w)), exp, (—if:(w))) (4.59)
where f, : T;H — T,H is given by

m(z)%w
f2(w) := arctanh (—Im(2)|w|) ;mgz))hv

For z =z +iy, w=u+1iv and v = V1 — 72 = \/1 — y2(u2 + v2) it holds
2 2

yv +i yy T4 yv i yy '

1—yu 1—yu 1+yu 1+yu

alz + iy, u + iv) = (m - (4.60)

By Remark [£.5:3] « is not an isometry.

We now proceed to the proof of Theorem This consists of the following
four steps: First, we describe X in the Poincaré disc model of hyperbolic space and
introduce a suitable double cover of that space. We then determine successively the
hyperkahler metric on the double cover, in the disc model and finally on X.
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Step 1: The disc model and its double cover
In the disc model of the hyperbolic plane, X takes the form

T 2
Xp:=D'D:= {(z,w)EDX(C ‘|w|< (1_|22)}.

This comes equipped with a natural complex and holomorphic symplectic structure.
The SU(1,1)-action on D induces the action

SU(1,1) x Xp — Xp, ( g g ) (z,w) := (gzi_é, (ﬁz—l—a)Qw) :

Moreover, the Cayley transformation (see Lemma [4.3.1]) defines a diffeomorphism

C—i (C+1i)%n
CHi’ 2i '

X = Xp, (¢ ( (4.61)

This intertwines the various structures on X and Xp and it is equivariant with respect
to the isomorphism SL(2,R) = SU(1, 1) defined in Lemma [1.3.1]
Consider the following open subset of C?

X = {(z1,22) € C?[0 < |1]” — | 22* < 2}

The group U(1,1) acts on X by linear transformations and the next lemma shows
that X can be regarded as twofold cover of the punctured disc bundle Xp\(ID x {0}).

Lemma 4.5.5. The map 7 : X — Xp\(D x {0}) defined by
Z9 2
(21, 22) == (,z1> (4.62)
21

is a holomorphic double cover. Moreover, for (z1,2) € X with (z,w) := m(z1, 22) €
Xp\(D x {0}) it holds

W(A(Zlv 22)) = Z*(Za w)7 ﬂ-(eit (Zh 22)) = (Zv 62#10) (463)
for all A € SU(1,1) and e® € St.

Proof. The map 7 is well-defined, since 0 < |z1|> — |22|®> < 2 is equivalent to the
constraint 0 < |22| < 2/(1 — |z2/z1|?). Moreover, (21, 22) = (z,w) if and only if 2
is a square root of w and zo = zz1. Hence, 7 is indeed a double cover. For

A(g g)eSU(l,l)

and (21, z3) € X it holds

m(A(21, 22)) = <fm <a+ﬂzj)22f> =A (sz) :

This proves the first equation in (4.63]) and the second equation is obvious. O
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Step 2: The hyperkihler metric on the double cover
The next lemma constructions a U(1, 1)-invariant hyperkihler metric on X.
Lemma 4.5.6. Define the Riemannian metric § on X by the formula

N r3 + 4‘22|2 Az dzr —r3 + 4|Z1|2 42971 dZodz1 + 42122 dz1dzs
= ————dzidz + ———— .
g r2y/4 — 72 B r2y/4 — r2 r2y/4 — 12

where 1 := |21]? — |22|%. This is a U(1,1)-invariant Kihler metric with det(gag) = 1.

dEQdZQ —

Proof. Let § be a Kéhler metric on X with Kéhler form @. Its volume form is given
by @?/2 = —det(gap)dz1 A dz1 A dzZa A dzz and hence det(gag) = 1 is equivalent to
(:)2
—7 = d21 AN le A dgg A dZQ. (464)

Let f: X — R be a smooth function of the form f(z1,z) = F(|z1|?> — |22|?) for some
function F'. We make the ansatz

@ = i00f. (4.65)
This is clearly U(1, 1)-invariant and we calculate
D0f = 0 (F'Z1dz — F'Zydzy)
= (F"|z1]> + F') dzydzy + (F"| 2> — F') dzadzs (4.66)
— F"2521dZsdz1 — F" 2125dZ1d 29
Hence is equivalent to
1= F'F"(|zf® = |z]?) - (F)*.
Thus G := F’ satisfies —1 = G(r)G’'(r)r + G?(r) and the solution of this equation is

given by
Co
G(r)= ”77’2 -1

for some constant Cp. It follows from (4.65) and (4.66) that & is completely de-
termined by G. For Cy = 4 the solution is defined on all of X and blows up as
r = |21|? — |22|? approaches 2. A short calculation shows that this yields the Kéhler
form

- —r3 = 4|22|2d_ dzo + re — 4|Z1|2 AZydze + 42971 dZodz1 + 42122 dZ1dzs
—1lW = ———F—az1az e § V4 Y 0 ¥4 .
r2y/4 — 12 e r2y/4 — r2 2 r2y/4 — 12

The formula for the Kéhler metric follows from this, since §ag = iWag. O

Step 3: The hyperkihler metric in the disc model

Lemma 4.5.7. The metric § determined in Lemmal[].5.0 descends under the covering
map to a metric on Xp\(D x {0}) which is given by the formula
—r?|w| + 4w} (1 —[2)? (1— =)
= dzdz + dwdw — ———= (Zwdwdz + wzdzdw) .
g r2v/4 — 12 4v/4 —r? 2v/4 —r? ( )
where r = |w|(1 — |2|?). Moreover, g extends smoothly over the whole space Xp and
restricts to the hyperbolic metric along D x {0}.
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Proof. Let (21,22) € X and (z,w) = 7(21,22) = (22/21,2}) be the corresponding
coordinates on Xp. Then

d d
dw = 2z1dz;, dz = @2 _ z%le <— dzn = —w, dzo = z1dz + Z—Qde
Z1 A 2z 227

and it follows

1
déldzl = —— dwdw

4w
2 - —_
Fadzs = |wldzdz + P2 didw + 22 dzdw + 22 didz
4|wl 2|wl 2|w
_ w _ z _
dz1dzg = ——dwdz + —— dwdw
2|w 4wl
dZpdz = ——dZdw + —— dwdw
2|w 4wl

The coefficients of § can be expressed as

911 = —7"2 a2

e 1]
TN —
. —dz|wl
921 = 724 — 2
—4z|w|

912 = 77“2 i

with 7 = |w|(1 — |2|?). Combining the equations we obtain

A=)
Gaw =" =g

_ [+ 4w 4 w1 - [2?)°

T A= TRV
_ (A —[)zw
oz = *W
(1 — |2*)zw

W

This calculation is valid for all (z,w) € Xp with w # 0. The metric extends smoothly
over D x {0} taking the values

T N

and gg:(2,0) = gzw(2,0) = 0. This completes the proof of the lemma.
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The next result is the analogue of Theorem for the disc model Xp.

Theorem 4.5.8. Define g as in Lemma . This is a SU(1,1) x St-invariant hy-
perkihler metric on Xp, where the action of S* is given by rotation of the fibres. This
metric is compatible with the natural holomorphic symplectic structure and restricts
to the hyperbolic metric along D x {0} with constant curvature —1.

Proof. Let g be the metric on Xp defined in Lemma [£.5.7 It follows from Lemma
and Lemmathat gis SU(1, 1) x S*-invariant and by Lemmamit restricts
to the hyperbolic metric along D x {0}.

Since det(gag) = 1, it follows

VOlg = 7d21 A d2’1 AN dgg A dZQ.

Using 2dz; A dze = dz A dw, we then get
1
voly = fzdé ANdz A dw A dw.

and thus det(gas) = ;. Since det(gag) is the metric tensor for the induced metric
on the anti-canonical line bundle, it follows that the metric on A>°T* X7y, is constant.
The Levi-Civita connection of g induces the unique connection on this bundle which
is compatible with the metric and holomorphic structures. It follows that this is the
trivial connection and

V(dz A dw) = 0.

In particular, we = Re(dz A dw) and ws = Im(dz A dw) are parallel and it follows that
(Xp, J2,ws2) and (Xp, J3,ws3) are Kahler manifolds.

It remains to verify that the complex structures Jp,Js, J3 satisfy the algebraic
relations of the quaternions. Since dz A dw € Qi’lo(XD), we get

WQ(Jl'a') :w2(~,J1~), WS(Jl',') :WS('ajl‘)a wz(.’.) :WB(Jl‘a‘)'
Hence
wa (s JoJ1:) = g(, J1r) = —g(J1+,0) = —wa(J1e, J2) = —wa(:, J1J2)
implies JoJ; = —J1J5. Moreover,
9(Jor ) = wa(y ) = ws(J1v, ) = g(J3J1-, )
yields Jo = J3J; and hence J3 = —JoJ; = J1Js. O

Step 4: The hyperkihler metric in the upper half-plane model

Proof of Theorem[{.5.1 The Cayley transform is a diffeomorphism X = Xp
which intertwines the various structures on X and Xp. Hence it suffices to verify
that the metric on X defined in Theorem is the pullback of the metric on Xp
calculated in Theorem Then Theorem 5] follows from Theorem

Let (z,w) be the coordinates on Xp and (¢,7n) be the coordinates on Xy. The

Cayley transform (4.61) is given by

= (5 (C+i)2n)
’ C+i’ 2i '
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It follows

% N\ 2
= +‘i)2dc, dw = —i(C +i)nd¢ + (¢ ;ril) i
and A
dwdw = |n|*-|¢+i2dCd¢ + e Z i dindn + wgfdn—i— wcmdg
—9 \3 _ N4
dzdw = de‘dc - (é i 1|)4 dcdn
— 3 —a
el -
divdz — mdcdc = (é . 34 dijd¢

With r = |w|(1—|2]?) = 2|n|Im((), the components of the metric transform as follows:

o — —r?lw| + 4w|* ¢ +il* ~rl¢ P n|
= r2\/4 — r? 4Im(¢)2V4 — r2 24 —r2

_ (A=) 4Im(()

A/ = R VT W/

(1= |0 (O - DD 7

e T I (i

(1—l2)zw _ iIm(Q)(C —1)(C+1)*n

Y7 VU TN

A lengthy computation combining these terms yield the desired expression:

1

%~ TV

Y = V4 —r2
ilm(¢)7

gin¢ =

Note that in Theorem we defined r = |n|Im(¢) in contrast to our convention of

r = 2|n|Im(¢) in the calculation above. Hence we need to replace r by 2r to match

both formulae. O
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4.5.2 Moment maps on the fibre

The S'-action on X defined by is Hamiltonian for w; and rotates the symplectic
forms ws and wsz. The moment map for this action with respect to wy yields a Kahler
potential for the hyperkéahler metric with respect to the second and third complex
structure. This is a general feature for hyperkéahler manifolds equipped with such an
Sl-action, which has been observed in [60]. We recall the argument in Lemma m
below. The SL(2,R)-action on X defined by preserves all three symplectic
forms and admits a hyperkdhler moment map. We calculate the first moment map
in Proposition [£.5.10] The second and third moment map follow from a more general

calculation in Proposition |4.5.11

Lemma 4.5.9 (Rotation of the fibres). Equip X with the hyperkdhler structure
obtained in Theorem and consider the S'-action on X defined by

1. This action is Hamiltonian with respect to wi and generated by the Hamiltonian
function

H:X —R, H(z,w) :=+/1— Im(2)?|w]|?. (4.67)

2. H is a Kahler potential for the hyperkdhler structure with respect to the second
and third complex structure, i.e.

27:5J28J2H = W2, 2i5J36J3H = w3 (468)

Proof. For (z,w) € X write z =z + iy and w = u + iv. Then
UJl((O, iw)7 (2711))) = —g((O,w), (2,@))
= —2Re (Wgp.2 + WGz )
_ wlPyg + (v 4 v)y?
V1= |wlPy?

= dH (z,w)[Z,d].

This shows that the Hamiltonian vector field generated by H is given by vy (z,w) =
(0,iw) and hence H generates the S'-action on X.
Denote by ¢;(z,w) := (z, eiw) the rotation by e'*. Then

d d .
Loy, (wo +iws) = — ¢ (we + iwz) = — eldz A dw = iwg — ws
dt|,_q dt|,_q
and therefore £, ,ws = —ws and L, , w3 = wo. The identity

dH (Jou) = wy(vy, Jou) = g(Jrvg, Jou) = g(Jsvg,u) = ws(vy, u)

then yields -
2i8J26J2H = d(dH (@) .]2) = dL(UH)w;J, = EUH(JJg = Wy.

This proves the first equation in (4.68). The second follows by a similar calculation
and this proves the lemma. O



4.5. HYPERKAHLER THICKENING OF TEICHMULLER SPACE 181

Proposition 4.5.10 (Moment map for w;.). Let w; € Q3(X) be the symplectic
form obtained in Theorem and let j : H — J(R?) be the isomorphism ({.39).
Then p1 : X — s1"(2,R) defined by

<M1(Z7w)v§> =Y 1- Im(z)2|w|2)tr(](z)§), f0r§ € 5[(27R)
is an equivariant moment map for the SL(2,R) action on X with respect to w;.

Proof. The proof consists of three steps.
Step 1: For 0 <r <1 define X, := {(z,w) € X | |w|Im(z) =r}. Then
wl((él,wl),(ﬁg,’lﬂg)) = \/1—7“2&)[31(21,22). (469)
for all (z,w) € X, and (£1,01), (22,02) € T(2,u) X

It follows from Lemma m that X, = H'(v/1-72). Hence X,/S! is a
Marsden—Weinstein quotient and w; induces a well-defined SL(2, R)-invariant sym-
plectic form on X,./S!. Since SL(2,R) acts transitively on X,., such a form is unique
up to scaling and there exists f(r) € R such that

w1((21,101), (22,2)) = f(r) wr(Z1, 22).

for all (z,w) € X, and (£1,1), (22,W2) € T{(;,u)X,. We calculate f(r) by evaluating
wy at (i,7) € X, on the tangent vectors (1,0), (i, —r) € T3, X,.

f(r) = (w1)1,m((1,0), (i, =7)) = 2Im (gz.i — gzur) = V1 — 12
This establishes (4.69)).

Step 2: Let (z,w) € X with w # 0 and define by

w

Vo(z,w) = (o, Im(z)w|) L Vy(zw) = (0, qw)

the radial and the angular vector fields along the fibre. Decompose £ € sl(2,R) as
& =&y + &1 such that & commutes with j(z) and & anti-commutes with j(z). Then

L(z,w)fo = —t’f’(](Z)f)Vd;
w1 (L(z,w)£17 ‘/r) =0=uw; (L(z,w)£17 V¢)

Both identities are preserved by the SL(2,R)-action and we may assume without
loss of generality z =i and w > 0. Then j(z) = Jy and £ decomposes as

b b—c b+c
(18) = e (8 ) e (g %)

The infinitesimal action of £ is given by

L)€ = (ia + b —i(ic — a), 2(ci — a)w) = (2ia + (b +¢), 2(ci — a)w) .
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This yields for &g
Lo = (0,i(c — b)w) = (c — b)Vy = —tr(Jo&) Vs
which proves the first identity. For &; it follows
L& = (2ia + (b+¢), (—2a +i(b+ c))w) .
and hence
w1 (Li,w) o, (0,@)) = 2Im (((b + ¢) — 2ia)gzw® — (2a +i(b + ¢))Wgawd)
1
= ——Im (((b+ ¢) — 2ia)iww — (2a + i(b + ¢))ww
S m (b4 €) — 2 — (2a -+ (b + o))
=0.

for every w € C. This proves the second identity.

Step 3: 1 satisfies the moment map equation

d(p1(z,w), §)[2, 0] = wi(Lzw)&, (2,0)) (4.70)
for every (z,w) € X and (2,W) € T ) X.

Suppose first w = 0. For tangent vectors (2,0) along the base, the claim follows
from Lemma [4.3.7] For tangent vectors (0,1) along the fibre, the derivative of (u1,§)
in the direction of (0, ) vanishes. Since wi (L. 0§, (0,%)) = 0, it follows that
is satisfied in the case w = 0.

Suppose next r := |w/Im(z) > 0 and consider the case where (Z,) is tangential
to X,.. Since L, )& is also tangential, it follows from (4.69) and Lemma m

Finally consider the case r := |w|Im(z) > 0 and (2,%) = V,.(z,w). The vector
fields V;. and V,, defined in Step 3 satisfy

1 (Vo (2,0), Vg (2, w)) = 2Im (m ]

Hence, it follows from Step 2 that

d(p (z,w), §)[Vr] = \/li—rztr(j(Z)S) = w1 (—tr(j(2)§)Ve, Vi) = w1 (L€, Vr)-

This completes the proof of the moment map equation (4.70). O
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Proposition 4.5.11 (Complex cotangent bundles). Let G be a Lie group acting
on a smooth complex manifold Y. Denote by w : T*Y — Y the canonical projection
and recall that the tautological 1-form X € QY(T*Y,C) is defined by

)\(y’a) = Qo d7r(y7 a) : T(y’a) (T*Y) — C.
The holomorphic symplectic form on T*Y is defined by
Wy + iwz = —d\ € Q*(T*Y,C).

The G-action on Y induces a natural action on T*Y . This action is Hamiltonian
with respect to we and ws and admits the moment maps

</1'2(y7a)75> + 7:</1,3(y7 a)a€> = )‘(y,oz) (L(y,a)g) = Q(Lyf), fOTf €g.

Here Ly : g — T,Y and L
and T*Y respectively.

y,a) - 8= T(ya)T*Y denote the infinitesimal action on'Y

Proof. Let g € G, (y,a) € T*Y and denote by my : T,,Y — T,,Y the derivative of
the action by g. Then ¢(y, @) = (gy, a0 mg_l) and g*A = \. Hence the Lie derivative
of A in the direction ve(y, ) := Ly )¢ vanishes. Then, by Cartan’s formula, we get

0= Ly A= di(ve) X+ t(ve)dA.

This yields wa(ve, -) + iws(ve, -) = dA(ve) and proves the moment map equation. [

4.5.3 The hyperkihler moment map on the space of sections

The main result of this subsection is Theorem which calculates a hyperkihler
moment map for the action of Ham(X, p) on Q1 (X) and two moment maps for the ac-
tion of Symp, (M, p). We begin our discussion with a careful look at the isomorphism

S(P,X)~Qi(%).

Geometric description of the sections

Denote by P — (X, p) the SL(2,R) frame bundle, let X C T*H be the unit disc-
bundle inside the cotangent bundle of the hyperbolic plane, and consider the associ-
ated fibration P(X) := P Xgp,2r) X. Denote by

(j,q) : X = J(R?) x Hom(R?* ® R?,C)

the map (4.46) defined in Lemma We remind the reader that the fibre maps
q(¢,7) + TYH — Q(4(C)) are complex anti-linear isometries for the canonical struc-
tures. This yields an embedding

P(X) = End(TY) x S*(T*X ® C),
[(2,60), (¢;m)] = (85(0)67",6%a(¢,m))

where z € ¥, # : R? — T.Y is a volume preserving frame and (¢,7) € X. On the
space of section this yields the identification

S(P,X)=Q(X) ={(L,0)[J € T(X),0c Q) |ol; <1}
where Q(J) = QL(Z, S3(T*X ®, C)) denotes the space of J-quadratic differentials.

(4.71)
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Lemma 4.5.12.

1. Any torsion free SL(2,R) connection on TY. induces connections on P(X) and
End(TY) x S*(T*% @ C) which are compatible with respect to .

2. The inclusion is Symp(X, p)-equivariant.

3. The hyperkdhler structure on X (see Theorem induces a hyperkdhler
structure on P(X).

(a) The natural complex structure on X corresponds to
(J,6) — (=JJ,—is)

for (J,0) € Q1(%) and (J,6) € T(5,9Q1(X). The corresponding holomor-
phic symplectic form satisfies (pointwise) the equation

. A s 62(J1v,v) — 61 (Jav, v
(o2 + ) 1) (1), () = Z2T )
J

fO?“ (J, 0') S Ql(Z) and (ji,ﬁi) S T(J’q)Ql(Z).
(b) The first symplectic form satisfies
—WwQ (61, 62)
V1—lof?
for (J,0) € Qi(X) and 6; € Q(J). Here we denote by wg the pointwise
symplectic structure on S?*(T*Y ®@; C) determined by J and p.

(@1) (1 ((0,51), (0,62)) =

Proof. The first two claims are a matter of unravelling the definitions and left to the
reader. The formula for the holomorphic symplectic structure follow from Lemma
and Lemma [£.3:6] The final property of the hyperkihler metric follows from
Theorem A5.11 O

Calculation of the hyperkédhler moment map

The symplectic forms on P(X) integrates to symplectic forms on Q;(X) defined by

w;((J1,61), (J2,62)) iz/zwi((jlﬁl)’(f%@))p

The next theorem calculates moment maps for these symplectic forms.

Theorem 4.5.13. The action of Ham(X, p) on Q1(X) is Hamiltonian for all three
symplectic structures w,. Moreover, the action of Sympy (3, p) on Q1(X) is Hamilto-
nian for wy and ws:

1. An equivariant moment map for the Ham(X, p)-action on Q1(X) for wy is

d djo/
p(Jo) = Byel; — 1osol; +2\/WKJP+216J6J L—lof3 —2¢cp

V1=lol5
(4.72)

where ¢ == 27(2 — 2genus(X))/vol(X, p), Ky denotes the Gaussian curvature of
p(-,J-) and all norms | - |; are calculated with respect to this metric.
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2. Define the contraction r : Qg’l(E, SA(T*Y®,;C)) — QlJ’O(E) by r(y) == 2()(v.)

[v]5
which is independent of 0 # v € Vect(X). An equivariant moment map for the
Ham(X, p)-action on Q1(X) for wy and ws is given by

By (o) +dp, (], 0) = —240;7(00) (4.73)

3. An equivariant moment map for the Symp, (2, p)-action on Q1(X) with respect
to wy and ws is given by

<g2(J7 o) + ifi, (J, 0),U> = —211/E t(v)r(d;0)p. (4.74)

for any symplectic vector field v € Vecl(X) satisfying di(v)p = 0.

Proof. Denote by V the Levi-Civita connection of p(+, J-). We deduce in Step
1 from Theorem m For the proof of we need to extend the arguments used
in the derivation of Theorem This is done in Step 2 and the derivation of
and is completed in Step 3 and Step 4.

. __ 1 512 _ 2
Step 1.1: w,(V(J,0),V(J,0)) = m(\@a\ |0a|?)p.
For the Levi-Civita connection we have V.J = 0 and then Lemma [£.5.12] yields:
1 (V(7,0) A 9(J,0)) = ,((0, V) A (0,7)) = 2T U’|V|§) (4.75)
— o

For u € Vect(X), we have

1

1
|00 ? = i Vo —iV o) = (IVuo? + |Vuol?) + 2wQ(vua,vJua)

=

and

= 1 . 1
|8u0]% = 11Vuo + iVyuo|* = < ([Vuo? + [Vuol?) - 590(Vuo, V. 1u0)

A~

which yields |0,0|? — |0,0|? = wo(Vuo, V ,0) and therefore
(|00)? — |00|?) p = wo(Va, Vo) (4.76)
Step 1.1 follows from (4.75)) and (4.76]).

Step 1.2: (u(j,),RY) = —2K;+/1 — |o[>p where RV and K; denotes the Rie-
mannian and Gaussian curvature the Levi-Civita connection for p(-,J-).

The Riemann curvature tensor RV and Gaussian curvature K are related by the
formula RY = —K;J ® p. By Proposition [4.5.10] if follows

(11,00, RY) = V1= 02K str(J?)p = —2K 11/1 = [o]?p

and this proves Step 1.2.
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Step 1.3: dc(Vp(s)) = —2i00+/1— [o2.
Using Proposition and VJ = 0, we obtain
Vabt(r.0)(¥) = Lo (—/T= [oPex(J9) ) + /T [oP)tr(JV,0)
= L, (VI=ToP) tr(J®)

forall W € Q°(2, End(TY)) and u € Vect(X). Let ey, ez = Je; be a local orthonormal
frame for TY and write v € Vect(X) as v = v1e1 + vees. Then

c(Vii(,0))(0) = Ve, fi(s,0) (€] @ V) + Ve, fi 1,0 (€3 @ v)
=L, V1—|ol2tr(Je] @ v) — Lo,/ 1 — |o|?tr(Jes @ v)

= Eel\/ 1-— |0’|2U2 — £e2\/ 1-— |0’|27}1
= L, (\/1 - |0|2).

Step 1.3. follows from this and the relation d(df o .J) = 2i09f which holds for every
smooth function f: ¥ — C.

Step 1.4: defines an equivariant moment map for the action of Ham(X, p)
with respect to w;.

We have identified in Steps 1.1-3 all components of the moment map in Theorem

It follows from the general theory (see Lemma |4.2.2)) that the cohomology class
of B

00| — |90

V1=|of?

does not depend on (J,0) € Q1(X). For ¢ = 0, it follows from the Gauss-Bonnet
theorem that the cohomology class is represented by 2cp. Therefore u. takes values in
the space of exact 2-forms and the moment map equation follows from Theorem [1.2.4]

p+2v/1— 02K p + 2i00/1 — |o|?

Step 2.1: Let A € QY(X,C) be the tautological 1-form on X which is defined by
A (61) =n¢ for (¢,n) € X and (¢, 1) € Ti¢mX. Define A € QP x X,C) by

Apa) (D, %) = A (& + LaAp(P)). (4.77)
This descends to a 1-form on P(X) = P X g r) X and satisfies

o /E AN L(v)p = /E (dA)s(3, Vos)p. (4.78)

for every symplectic vector field v € Vect(X) with du(v)p = 0.

Since \ is SL(2, R)-equivariant, one readily verifies that A € Q}(P x X, C) is also
equivariant and descends to a well-define 1-form A € Q'(P(X),C). It now follows
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from Cartan’s formula

8/SAAL L/@L AAL)Q+L “(U(8)dA) A 1(v)p
= [0 (s)ann
~ [ (@8).5. 9,500

where the second equation uses integration by parts and di(v)p = 0.

Step 2.2: Let v € Vect(X) with du(v)p = 0. By Lemmal[{.2.3, the Lie derivative
of s along v is given by L,s = Vs — L;Vv. This satisfies

/(dAS)(é, L,8)p = 8§/ S*ANL(v)p — 83/ As(LsVo)p
b b b
where L, : sl(2,R) — T, X denotes the infinitesimal action on the fibre.

It follows from the moment map equation in Proposition [£.5.11] that

/E(dA) (LyVv,3) p :—a/ (LsVv)p

The formula follows thus from Step 2.1 and L,s = V,s — L;Vu.

Step 3: defines an equivariant moment maps for the action of Sympy (X, p)
with respect to wy and ws.

For s = (J,0) we have
S*A = (J, U)*A = <J7VJ>Q(J)><TJ =0

AS(LSVU) = <O’, LJ(VU)>Q(J)><TJ = <U7 _2J5JU>Q(J)><TJ
where the pairing is defined by (4.48). In the second equation, we used that L& =
[€,J] = —2J€%! for € € Endg(R") and J € J(R?). Along the vertical tangent bundle
of Q;(%), it holds wy + iws = —dA. It thus follows from Step 2 that

<E2 (Jv U) + 1&3 (Jv U) 7’U> = /2:<g7 72J5JU)>Q(J)><T.7 “p (479)
where the pairing is defined by (4.48). In a holomorphic chart U C ¥ write
J(z) = Jo, o(2) = f(z)d2?, v =0(z), p=Adx ANdy
for smooth functions f,v:U — C and A : U — R*. Then (4.48) yields
0
(0,=2J05v)qxrg - p=2if(z )55 v(z)dz A dy

zé(f(z)v(z))di/\dz—afi(z) (2)dz Ndz

= —0,1(0)7 — 20(v)r(D,0)p.
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Here we used that 7(do) = A‘l%dz in local coordinates. Thus

/(U, —2J0,0)Q(1yxTT P = —2i/ t(v)r(d50)p. (4.80)
) )

Step 3 follows from (4.79)), and (4.80).

Step 4: defines an equivariant moment maps for the action of Ham(X, p)
with respect to wy and ws.

Let H : ¥ — R be a Hamiltonian and define vy € Vect(M) by t(vy)p = dH.
Then

21 [ o @so)p = 2 [ 1820) ndtt = =3 [ HOsr(Bs0)

where we used integration by parts and that r(9y0) is a (1,0) form. Equation (4.73)
follows now from Step 3. O

4.5.4 Construction of the moduli space

The Hamiltonian quotient space

The hyperkéhler quotient of Q;(X) by Ham(3, p) is defined by
Mo = p1(0) Ny (0) N g ' (0)/Ham (3, p)

_ 4.81
_ {(J,o') € Qi) |, (J,0) =0, 8yr(8y0) = o} / Ham(Z, p) (4.81)

where 1o My, Py are the moment maps calculated in Theoremfor the Ham(X, p)-
action on Q (23) It follows from general principles that M is a hyperkéhler manifold.

The next lemma is formulated in a finite dimensional setting, but extends formally
to our case. It indicates that transversality for the hyperkdhler moment map is an
automatic consequence of our setup.

Lemma 4.5.14. Let (M, g, 11,15, 13) be a hyperkihler manifold and let G be a Lie
group. Suppose G acts freely on M by hyperkdhler isometries and admits a hy-
perkdhler moment map

p= (1, pa, pa) : M — R @ g*.
Then 0 is a regular value of L.

Proof. Let © € M with pu(xz) = 0 be given. Denote by L, : g — T, M its infinitesimal
action and decompose T, M = Wy & Wy with

W, :=Im(L,), Wo = Im(L,)"*.
Equivariance of the moment map yields for all £,n € g the identity

(LiLx&, Lam) = (dpi(z)Lan, &) = (pi(), [n,€]) = 0.
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This shows that the three complex structures map Wi into Wjy.

Let n1,m2,m3 € g* be given. Since G acts freely, L, is injective, and the dual
map L} : T,M — g* is surjective with kernel Wy. Hence there exist u; € W; with
n; = L¥(oy) for i =1,2,3. For v := —(Iyuy + Iaug + I3us) we then obtain

<dui($)v?§> = wi(La:§>v> = g(szvliU) = g(ngaui) = <77i7€>-

This proves surjectivity of dy : T, M — R3 ® g* and the lemma. O

Construction of the symplectic quotient space

Denote by My := Q;//Ham(X, p) the Hamiltonian quotient (4.81)). Recall from
Remark that the quotient

H := Symp’(%, p)/Ham(, p) = H' (5, R)

is a well-defined group where the identification with H'(X,R) is obtained using the
flux homomorphism. The Lie algebra of H is the quotient

.  {v e Vect(X) |du(v)p = 0}
Lie(H) = {v € Vect(Z) | t(Jv)p exact}

The Symp,(Z, p) action on Qp(X) induces an action of H on M, preserving the
hyperkéhler structure.

Proposition 4.5.15.
1. The H-action is Hamiltonian with respect to w, and wg: For [v] € Lie(H) and

[J, 0] € My the following maps

(7 (19.01) + i8] (oD le]) = =2 | {0)r(Baols (4582)

are well-defined equivariant moment maps for w, and ws respectively.
2. On My the equation il ([J,c]) = 0 is equivalent to il ([J,o]) = 0 and

(2')71(0) = (a5') 7 (0) = {[J,0] € Mo |90 = 0} (4.83)

3. (EEH=1(0) = (a¥)=1(0) is a J1—complex submanifold
4. The H-orbits in (i)=1(0) = (&) ~1(0) are J;—complex submanifolds.

Proof. Theorem |4.5.13|show that the action of Symp, (X, p) on Q;(¥) is Hamiltonian
with respect to w, and ws. This directly implies that the action of H is Hamiltonian
for the symplectic forms induced by w, and ws. The formula for the moment maps

(4.82) follows from (|4.74)).

For fixed J, one can identify the Lie algebra of H with

hy = {v € Vect(X) | de(v)p = 0 = de(Jv)p}
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by Hodge theory. This is a J-invariant subspace and it holds il ([J, o], Jv) =
E([J, 0], v) for all v € hy. Hence (idf)=1(0) = (a£)~1(0). We prove (4.83) next.
Let [J,0] € (i4))~1(0) = (#£)~1(0) be given. Then

OZ/EL('U)’I"(éJO')p: /Zr(a]a) Au(v)p

for all v € h;. The defining equations of Mg show that 7(d;0) € QlJ’O(Z,(C) is
closed. Since {c(v)p|v € h;} parametrizes the space of (real) harmonic 1-forms, it
follows from Poincaré duality that [r(8;0)] = 0 € H;(Z). Hence r(d;0) = 5 f
with ;07 f = 0. Then f is constant and therefore 950 = 0.

Let [J, 0] € (a£)71(0) = (41)=1(0). Tt follows from the moment map equations
that multiplication with Jy and Js yields isomorphism

T Tl (H - 17,0]) = (T (25) (o))L

1 L
Ty Ty (H - 17,0]) > (Tis (3 ™ ()

Hence Jy = JaJs maps Ti;,,) (H - [J,0]) and T} 4] (ﬂg)fl (0) onto themselves. There-

fore (ﬂf)fl (0) = (ﬂf)fl (0) is a Jy-complex submanifold of My and the H-orbits
are complex submanifolds. O

Consider the moduli space

M, = {(J, o) € O(%) ‘ﬁl(J, o) =0,d50 =0, o] < 1}/sympo(z,p) (4.84)

It follows from Proposition above that M, carries a natural hyperkéhler struc-
ture: Since M is a Marsden-Weinstein quotient of M for the symplectic structures
induced by w, and ws, it follows that they descend to symplectic structures on M.
Using Lemma w; also provides a natural symplectic structure on M. This
yields three algebraically compatible symplectic forms on M and a lemma of Hitchin
(B8], Lemma 6.8) shows that this defines a hyperkéahler structure.

Proposition 4.5.16. Let (J,0) € Q1(X) and assume dy0 = 0. Then
p,(Jo) = (QKJ + Alog(1++/1— |0|2)) p—2cp (4.85)

were A = d*d is the positive Laplaction for the metric p(-,J-). In particular,

_ d;o0=0, |o|<1
mo={uncem| o b S L s
(4.86)

where ¢ := 27(2 — 2genus(X))/vol(Z, p).

Proof. Consider the function h := |o|?. Tt suffices to prove the lemma around a point
where h #£ 0. We also simplify notation and abbreviate 0 := d; and 9 := 0.
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Step 1: Suppose do = 0, then

. Oh A Oh

Denote by hg the hermitian form on the bundle of quadratic differentials induced
by J and p. Since do = 0, it follows Oh = Ohg(0,0) = hg(o,d0) and then
|0h|? = |hg(0,00)|? = |o|?|00|? = h|do|?. (4.88)
Using [0h|?p = —1 Oh A Oh, we then obtain
2 i
=——0hAOh 4.
|0c|“p 2h8 0 (4.89)
Next choose holomorphic coordinates and write
p = Adz A dy, o(2) = f(z)dz*

for some positive function A and a holomorphic function f. The Gaussian curvature
K ; can be computed in these coordinates via

1
K;= —5/\_1(83% log(A) + 9; log(\)).

Since f(z) is holomorphic, log(]f(2)|?) is harmonic and we compute
= 1
00log(h) = 1(693 + 35) log(|f(2)[PA™2)2idx A dy

= —i(9; + 02)log(\) dz A dy

This shows
Kjp= —%58 log(h). (4.90)
Plugging and into and using do = 0 yields .
Step 2: Suppose Oo = 0, then uy is given by (4.8

Form (4.87) and integration by parts, it follows

p,(J,0) = i% —iV1 — hddlog(h) + 2i00V1 — h — 2cp

=i [45\/1 ~h A dlog(h) — VI — hddlog(h) + 200v1 — h] p
—id [—\/1 “hdlog(h) + 20v/1 — h] —2ep
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A primitive for the inner expression is obtained by the following calculation:

-1
—v1—hdlog(h) +20v1—h=
og(h) + h\/f
_ oLt (?h 0log(h)
hv'1
1
= Oh — dlog(h
VT R+ Vi) 2
= 20log(1+ v1—h) — Olog(h)
Using (4.90) this yields

p,(J0) = —i001og(h) 4 2100 log(1 + V1 — h) — 2¢p
=2K;p+ A(log(1++v1—h))p —2cp

where A = d*d is the positive Laplacian which satisfies (Ah)p = 2i00h. O

Metric description of the moduli space

Denote by Met(X) the space of Riemannian metrics g on X. For every g € Met(X)
there exists a unique complex structure J = J, € J(X) which is compatible with g¢
and p. In the following, we always refer to this complex structure, when discussing
holomorphic objects on (X, g). Define

— g € Met(X), 0 € Q(g), |o| <1 .
Mg = {(9,0) ‘ do =0, Ky + %A]og(l + m> —¢ }/Dlﬁo(z). (4.91)

Standard Moser isotopy arguments (as in Proposition [4.4.5)) show that the canonical
inclusion My — My, is an isomorphism, where M, is defined by (4.86)). The next
proposition provides a simpler description of this moduli space.

Proposition 4.5.17. Consider on the space of pairs (g,0) with g € Mel(¥) and
o € Q(g) with |o] < 1 the self-map defined by

(g,0) — ((1+\/1—|0|§) - g, O’).

This induces a well-defined isomorphism between My and
o g € Met(X), 0 € Q(g), lo] <1 '
M= {(970) ’ do =0, K, — Slo> = ¢ Diffy(%) (4.92)

where ¢ := 2w (2 — 2genus(X))/vol(X, p).

Proof. Let go € Met(X), let 0 € Q(go) with |o]y, < 1 and define

f=1+/1-102,  g:= fao.
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Then |o|, = |o|4/f < 1. For the converse direction, use the relation (f —1)? =
1 — o2 to obtain

1 1+of2 /2 1+]of2

It follows that one can recover go from (g,0) via go = 2|oy/(14|0|2)-g. In particular

2‘U|g
1+ |U|g

|U|go =

and this shows that |o|g, < 1if and only if |o|, < 1. The Gaussian curvature changes
under the conformal change as follows

1

K, 7

(Kgo + %Ago 10g(f)> :

and (4.93) then yields

1+ |o|? 1
Kg = D) g (Kgo + iAgO log(f)) .

This proves the identification of M with M, and the proposition. O

4.6 Three geometric models for the moduli space

We assume throughout this section that genus(X) > 2 and that V := vol(3, p) =
m(2genus(X) — 2). The moduli space (4.92)) constructed in the previous section is
then given by

| REDEELI o

It follows from the general construction that M carries a natural hyperkéhler struc-
ture which extends the Weil-Petersson metric on Teichmiiller space. The purpose of
this section is to establish the following three geometric description of this moduli
space proposed by Donaldson [38].

1. M embeds as an open neighbourhood of the zero section into the cotangent
bundle of Teichmiiller space 7(X). The hyperkdhler metric on M can then be
viewed as the Feix—Kaledin hyperkahler extension of the Weil-Petersson metric

on 7(X).

2. M parametrizes the class of almost-Fuchsian hyperbolic 3-manifolds. These are
quasi-Fuchsian 3-manifolds which possess an incompressible minimal surface
with principal curvatures in (—1,1). This surface is then unique and its area
provides a Kéhler potential for the hyperkdhler metric with respect to the
second complex structure.
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3. M embeds as an open subset into the smooth locus of the SL(2,C) repre-
sentation variety Rgr,(2,c)(X) := Hom (7 (%), SL(2,C)) /SL(2, C). The natural
complex structure in this picture corresponds to minus the second complex
structure in the first picture and the Goldman holomorphic symplectic form on
Rsre,c0)(2) (see [52]) restricts to —w; + iwy along the moduli space M.

First, we recall a construction of Uhlenbeck [I17] which associate to every pair
l[g, 0] € M a complete hyperbolic 3-manifold. The isomorphism between M and the
almost-Fuchsian moduli space is then given in Theorem [£.6.4] Next, following Hodge
[61] we describe an explicit embedding of M into T (X) x T (X) in Theorem This
map is not surjective and both maps are related by the simultaneous uniformization
theorem of Bers [§], stated in Theoremm By the Cartan—Ambrose—Higgs theorem,
one can express every complete hyperbolic 3-manifold as quotient of hyperbolic space
H?3. This gives rise to a natural embedding of the almost Fuchsian moduli space into
RpsL2,c)(X). Theorem was outlined by Donaldson [38] and describes a lift
of this embedding from M into Rgy,(2,c)(2) using the theory of Higgs bundles [5§].
Finally, we recall in Theorem a well-known result of Uhlenbeck [I17] which
states that the natural map of M into T*T (X) is a well-defined embedding.

4.6.1 Germs of hyperbolic 3-manifolds and almost-Fuchsian
metrics

The equation
K, +|o* = -1, do =0 (4.95)

for pairs g € Met(X) and o € Q(g) appeared in Uhlenbeck [I17] and Taubes [108] for
minimal surfaces in hyperbolic 3-manifolds. It follows from Theorem that solu-
tions of correspond to minimal hyperbolic germs over . When the additional
pointwise constraint |o|, < 1 is satisfied, then every solution of embeds as a
minimal surfaces into a complete hyperbolic 3-manifold Y = 3 x R. A hyperbolic
3-manifold is a connected, oriented, Riemannian 3-manifold (Y, g") with constant
sectional curvature —1. In particular, we do not assume completeness of (Y, g").
This section contains a proof of the following theorem of Uhlenbeck [I17].

Theorem 4.6.1 (Germs of hyperbolic 3-manifolds).

1. Suppose g € Met(X) and o € Q(g) satisfy . Then there exists a hyperbolic
3-manifold (Y, g¥) and a minimal isometric embedding

L (3,9) = (Y.g")

with second fundamental form h = Re(c). Moreover, the hyperbolic metric g¥
is uniquely determined by (g,0) in a tubular neighbourhood of L(¥) C Y.

2. Let (Y,gY) be a hyperbolic 3-manifold, let v : ¥ — (Y, g¥) be a minimal embed-
ding with second fundamental form h and denote g := 1*g¥ € Met(X). Then

there exists o € Q(g) with h = Re(o) such that (g,0) satisfies ([{-95).
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Proof. The proof consists of four steps.
Step 1: Assumet: (3, 9) < (Y, g¥) is an isometric embedding. Then there exists
€ > 0, an open neighbourhood 1(X) C W CY and a diffeomorphism f : ¥ X (—€,€) —

W such that 1(z) = f(2,0) for all z € ¥ and the pullback metric f*g¥ on ¥ x (—¢,¢)
has the form

o= (") (1.96)

for a smooth family of metrics t — g € Mel(X) with go = g.

Since ¥ and Y are both orientable, there exists unit normal vector field v €
QO(2, ¥ (T+u(X))). For sufficiently small € > 0 the map

FiSx(cea Y, flat) = exp, (tn(2))
is a diffeomorphism onto its image which has all the desired properties.

Step 2: Assume Y = 3 x (—¢,€) with Riemannian metric . The second
fundamental form of ¥ x {0} C Y, is given by

1d
2 dit|,_,

Moreover, for t € (—e,€) define ky € Q°(X, T*Y @ T*Y) by

ko(zu,0) = g¥ (Rgt)((u,o), (0,1))(0,1), (v, o)) (4.98)

for all z € ¥ and u,v € T, 3. This satisfies the equation

1. 1. 4.
ky = 59 + nes LG (4.99)

for allt € (—¢,¢€).

Choose local coordinates (z!,22%,23) on Y = 3 x (—¢,€) such that (z!,2?) are

coordinates for ¥ and z3 parametrizes (—¢, €) in unit speed. Then

. 1
Iy = *533917‘, for i,7 € {1,2}

and this yields (4.97)) in local coordinates. Moreover,
12
Iy = Zg’d@ggm I =T3=T5=0

T2
=1
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for i,k € {1,2}. Therefore
3jk = 83I‘ I +Z (T, ik~ 2T5)
Lo 3 pl 3
—563gjk — Iyl =T 2F

2
Z (059i7)9™ (O39ke)

i,0=1

hu\>—~

1
= —iaggjk +

and this establishes (4.99) is local coordinates.

Step 3: Suppose g € Met(X) and o € Q(g) satisfies , Let ¢ > 0 and let
(—e,€) = Met(X), t — g¢, be a solution of the second order ODE

1 1

300 = 799¢ Y9 = gt (4.100)

Then g¥ defined by is a hyperbolic metric on' Y =% X (—e¢,€).

go =9, go = —2Re(0),

The metric g¥ has constant sectional curvature —1 if and only if
<RY(’01,’UQ)’03,’U4>gY =(-1) (<v1,v4)gy (va,v3) gy — (v1,03)gv <v2,v4>gy)

for all ¢ € Y and vy, vz, v3,v4 € T,Y. By symmetry of the curvature tensor, this is
equivalent to the following three instances of the curvature equation:

<RY((U7 0)7 (O’ 1))(07 1)7 (’U, 0)>gy = _gt(u7 U) (4101)
<RY((U7 0)7 (Uv 0))(()’ 1)7 (wa O)>gy =0 (4102)
<RY((ua O)’ (Uv 0))(”7 O)a (u7 0)> = _gt(ua u)gt(vv U) + gt(uv U)Q' (4103)

for every point (z,t) € Y and u,v,w € T, %.

Equation (.101]) follows from (4.98)), ([4.99) and (£.100). By Lemma [£.6.2] below,
(4.102)), (4.103) are satisfied for ¢t = 0. By differentiating these two equations, we will
show that they remain valid for all t € (—¢,€).

Extend (u,0), (v,0), (w,0) € T(. Y to vector fields which are parallel in ¢ direc-
tion. The second Bianchi identity yields at the point (z,?):

0e(RY (1, 0), (1,0))(0,1), (w, 0))v
=~V B ((v,0), (0,1)(0, 1), (w, 0)) 4
+ (Vo) RY ((1,0), (0,1))(0,1), (w, 0)) v
= —Luki(v,w) + Loki(u,w) — ke ([u, v], w) + kit (v, VEw) — ki (u, VEw)

= £ugt (Ua IU) - E'Ugt (U’7 U)) + gt([ua U]a ’LU) — 0t (U7 VZ’U}) + g (’U,, V?uw)
=0
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where V! denotes the Levi-Civita connection on ¥ for g;. The penultimate equation

uses (4.101), i.e gt = —k¢, and this completes the proof of (4.102)).
We deduce from (4.101)) and (4.102)) the following auxiliary result:

ViR((u,0),(0,1)) =0 (4.104)
for all u € Vect(X). We get from (4.101)) that

<VtRY((’U,, 0)7 (Oa 1))(07 1)3 (07 U)>gy
= at<RY((u>O>7 ( 1))( 1) (07 U)> Y = < Y(Vt(u,O), (0’ 1))(07 1)’ (Oa U)>gy
= (R ((1,0), (0,1))(0,1), V4(0,0)) g
= 0¢{(u,0), (v,0)) v — (Vi(u,0),(v,0))yv — ((u,0), Vi(v,0)v) gv
=0
for all u,v € Vect(X). On the other hand it holds

—(VieRY ((u,0), (0,1))(0,v), (0,w))gv = (R (Vi(u,0), (0,1))(0,v), (0, w)),v
<RY<(U70)7( ))vt(oav)>< )>gy
+(RY ((u,0), (0,1))(0,v), V4(0,w)) v
=0

for all u, v, w € Vect(X). Here we used that (V(v,0), (0,1)),v = 0 for any vector field
v € Vect(X), the equation and symmetries of the curvature tensor to conclude
that all three terms on the right hand side vanish separately. This establishes

We proceed to the proof of : For two linearly independet vectors u,v € T, %
define linear maps 7, m, : 7,2 — R such that w = m, (w)u+ 7, (w)w for all w € T, 3.
They are given by the formulas

_ gt(v,v)ge(w, u) — gi(w,v)gs(u,v)
T = e gt v, ) — g2, v)? (4.105)
ﬂv(w) _ g¢(u, u)gt(w,v) — g+(u, w)gt(;t,v). (4.106)

gt (ua U)gt (Ua ’U) — 0t (’LL, ’U)
It follows from (4.104f) that

0e(RY ((u,0), (v,0))(v,0), (u, 0)) g
= 2(R" (Ve(u,0), (0,0))(0,0), (0,u))gv +2(R" ((u, 0), V4(0,0))(0,v), (0,u)) ¢v
= 2(mu(Ve(u, 0)) + 7 (Ve(0,v)) (RY ((,0), (v, 0))(v, 0), (u, 0)) 4v

For the last step, note that (V(u,0),(0,1)),v = 0 and so V;(u,0) (and similarly
V:(v,0)) can be identified with a tangent vector in T, %. Using the relations

<Vt(u70)7 (uv O)>gY = %gt('%u)? <vt(v70)7 (U7 0)>gy = %gt(vvv)

<Vt(u70)7 ('Ua 0)>9Y + <(u70)7 Vt(’l),o»gy = gt(uvv)
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and the equations (4.105)), (4.106) it follows

2 (7 (Vi(u,0)) + 7, (V4 (0,v))

_ (gt (uv u)gt (vv ’U) + gt(vv U)gt (uv u) — 2§t (ua v)gt (uv U))
g (u, u)ge (v, v) — g (u, v)? '

Hence R(t) := (Rét)((u, 0), (v,0))(v,0), (u,0)),v satisfies the ODE

b _ gt(uvu)gt(uvu) +gt(vvv)gt(vvv) — gt(u’v)
() = (e e ) e

with initial condition R(0) = —g(u,u)g(v,v) + g(u,v)?. The unique solution of this
ODE is R(t) = —g¢(u, u)g:(v,v) + g+(u, v)? and this proves [4.103)).

Step 4: Completion of the proof.

For the first part, choose € > 0 such that has a positive definite solution
gt for t € (—e,¢). Then Y = ¥ x (—¢,¢€) with the Riemannian metric g¥ defined
by is a hyperbolic manifold by Step 3 and ¢ : ¥ = Y, «(z) := (2,0), is an
isometric embedding with second fundamental form A = Re(o) by Step 1. Moreover,
o(Ju, Ju) = —o(u,u) for any u € Vect(X) yields tr(h) = 0 and thus ¥ x {0} is
minimal. Uniqueness follows from uniqueness of the solution of . Conversely,
the second part follows from Step 1 and Lemma [4.6.2] below. O

Lemma 4.6.2. Let (Y,g¥) be a Riemannian 3-manifold and let (,g) C (Y, g") be
an isometrically embedded minimal surface with second fundamental form h. Then
there exists exists a unique quadratic differential o € Q(g) with h = Re(c) and the
following is satisfied:

1. o is holomorphic if and only if
RY (u,v)w e T.X  forall z € ¥ and u,v,w € T,X
where RY denotes the curvature tensor of the ambient manifold Y .
2. The intrinsic and extrinsic curvature along ¥ are related by
(RY (u,v)v,u),v

|ul3lvlf = (u, )3

=K, + |O’|2 for all u,v € Vect(%)

where K, denotes the Gaussian curvature of (X, g).

Proof. Let z € ¥ and choose conformal coordinates (z,y) in a neighborhood of z. In
these coordinates i can be written as

h(z,y) = hi1(z, y)dxz + hoo(z, y)dy2 + 2h12(z, y)dady.

Since ¥ C Y is minimal, its mean curvature vanishes and thus hy; = —hos. Define a
quadratic differential by

o(z,y) = (b (z,y) — iha(z,y)) dz*. (4.107)
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This satisfies h = Re(o) and, since the expression is conformally invariant, it defines
a quadratic differential on X.

We prove 1. For z € ¥ denote by II(z) : T,Y — T.X the orthogonal projection
determined by ¢g*". The Mainardi-Codazzi equation yields for u, v, w € Vect(X):

(RZ(U,U)’LU)L = (1 — II(2))RY (u,v)w
= (Virh)z(v,w) = (Vih)(u,w)
= Lyh(v,w) — L, h( h([u, v], w) + h(u, v%:w) — h(v, va)
= Luh(v,w) = Loh( (1 —1(2)) R (u, v)w
= Luh(v, w) — Lyh(

)
u,w) +
u,w) +
U, w).

In a conformal chart around z the equation (Ry(u, v)w)l = 0 is thus equivalent to

51h22($73/) = 32/112(30, y), 32h11($7y) = 31/112(55, Z/)~

Since h1; = —haa, these are the Cauchy—Riemann equations for the function hy1 (2, y)—
ih12(z,y) and hence equivalent to holomorphicity of o.
We prove 2. The Gauss-Codazzi equation yields for u,v € Vect(X):

(RY (u,v)v,u) v = (R”(u,v)v,u)y — h(u,u)h(v,v) — h(u,v)?
For a unit vector field u € Vect(X) with |u|, = 1, it follows
|a|§ = Re(o(u))? +Im(o(u)? = —h(u, u)h(Ju, Ju) — h(u, Ju)?
and (R*(u, Ju)Ju,u), = K,. This yields
(RY (u, Ju)Ju,u) = K, + |0|§.

Hence K, + \U|3 agrees with the sectional curvature of T,%X C T.Y and this proves
the lemma. O

Definition 4.6.3 (Almost-Fuchsian metrics). We call a complete hyperbolic met-
ric g¥ onY := ¥ x R almost-Fuchsian when it has the product shape

g (2,1) = ( gt(()z) (1) )

with g¢ € Met(X) and such that ¥ x {0} C Y is a minimal surface with principal
curvatures in (—1,1). Denote by AF(X) the space of all almost-Fuchsian metrics.

An almost-Fuchsian manifold is a hyperbolic 3-manifolds Y which is isometric to
¥ x R equipped with an almost-Fuchsian metric. The work of Uhlenbeck [I17] proves
that a complete hyperbolic 3-manifold Y is almost-Fuchsian if and only if it admits
a minimal and incompressible embedding ¢ : ¥ — Y with principal curvatures in
(—1,1). This follows by similar arguments as in Theorem and Theorem [£.6.4]
below. The later provides an explicit isomorphism between the moduli space M and

F(X)/Diffy ().
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Theorem 4.6.4. Let g € Met(X) and o € Q(g) satisfy the equations
K,+|o?=-1, 090=0, o], < 1. (4.108)

For every such pair we define an almost-Fuchsian metric by

¢ =gl — ( g (cosh(t)1 — sigh(t)g—l Re(0)) ? ) . (4.109)

This is the unique almost-Fuchsian metric which restricts to g along ¥ x {0} and
such that Re(o) is the second fundamental form of ¥ x {0} C Y. In particular,

M = AF(Z)/Diffy(S),  lg.0] = lgy] (4.110)
defines an isomorphism of the two moduli spaces.

Proof. We verify first that ¢¥ defined by (4.109)) is indeed quasi-Fuchsian. It fol-
lows from Step 2 in the proof of Theorem that Re(o) is the second fun-

damental form of ¥ x {0} in Y. Moreover, ¥ x {0} is a minimal surface, since
g 'Re(o) € Q°(X%, End(TX)) has trace zero. Since g~ 'Re(0) is a traceless symmetric
endomorphism, it is diagonalizable with eigenvalues +)\ := +./— det(¢g~1h). These
are the principal curvatures of ¥ x {0} and they satisfy

|+ A2 = | det(g™"Re(0))| = |02 < 1

by . This also implies that ¢¥ is positive definite. A direct calculation shows
that ¢g¥ satisfies (4.100)). It then follows from Step 2 and Step 3 in the proof of The-
orem 4.6.1] that ¢g¥ is a hyperbolic metric and therefore almost-Fuchsian. Moreover,
uniqueness of solutions to , shows that the metric g* is uniquely determined
by the initial data (g, Re(o)).

Conversely, for every almost-Fuchsian metric g¥', we can recover (g, o) from the

restriction of g¥ to X x {0} and its second-fundamental form. This proves bijectivity
of (4.110) and concludes the proof of the theorem. O

Lemma 4.6.5. Every almost-Fuchsian manifold Y = (X x R, g¥) contains a unique
closed incompressible minimal surface, which is X x {0}.

Proof. By Theorem [4.6.4f we may assume that g¥ is given by (4.109). A direct
calculation shows that the mean curvature along ¥ x {t} is

B 2 cosh(t) sinh(¢)(1 + \0(2)@)
H(20 = = o0 + smh(02l0 () 2

As a vector, this points in positive ¢ direction for ¢ > 0 and in negative ¢ direction for
t < 0. Hence, by the maximum principle, there exists no bounded minimal surface
in Y except X x {0}. O
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4.6.2 A Kahler potential and quasi-Fuchsian manifolds

This section begins with a brief recollection of well-known properties of hyperbolic
space H3, quasi-Fuchisan groups and the simultaneous uniformization theorem of
Bers. Classical references for this material are [I10, [9].

Next, we describe work of Hodge [61] which gives rise to an explicit embedding
M — T(X) x T(X) which is equivariant with respect to the natural action of the
mapping class group and intertwines the second complex structure on M with the
canonical complex structure on 7 (X) x 7(X). This map is not surjective and its
image can be identified with the space of almost-Fuchsian manifolds.

Finally, we describe a Kéhler potential for the hyperkédhler metric on M: The
functional, which assigns to every almost-Fuchsian manifold the area of its unique

minimal surface, is a Kéhler potential with respect to the standard complex structure
obtained from 7 (%) x T ().

Hyperbolic space and Kleinian groups

The upper half plane model. The upper half plane model of hyperbolic space
is H? := C x R+ endowed with the hyperbolic metric

S (s AN (50 Re(%1)Re(%2) + Im(21)Im(%2) + 919
9y ((B1,00), (22,82)) = (21)Re(2) yQ( D)Im(Z) 192

Identify (z,y) € H? with the quaternion z; + ize + jy + k - 0 and define

SL2.C) xS, (&) (o) = a4 ) + D+ ) + )
One readily checks that this action is well-defined, preserves the hyperbolic metric,
acts transitively on the unit disc bundle, and identifies the isometry group of H® with
PSL(2,C). The boundary at infinity 0..H? can be identified with (C x {0}) U {o0} =
52, Tt follows from the explicit formula above that isometries on H? correspond to
conformal automorphism of the boundary. The induced action of SL(2,C) on the
boundary is the standard action given by Mobius transformations.

Kleinian groups. A Kleinian group is a discrete subgroup I' < PSL(2,C). The
limit set Lr C O, H? of a Kleinian group I is defined as follows: Choose p € H?
and denote its orbit by I'(p) C H3. Then Lr C O,,H? is the set of points which
can be approximated in the euclidean topology of the closed ball H? U ,,H? by
sequences contained in the orbit I'(p). One readily checks that this definition does
not depend on the choice of p. The complement Qr := O, H3\Lr is called the
region of discontinuity. This is the largest open subset of the boundary on which I'
acts properly and discontinuously. The Ahlfors finiteness theorem asserts that for a
finitely generated Kleinian group the quotient Qr /T is the disjoint union of finitely
many Riemann surfaces with finitely many points removed. The hyperbolic manifold
Y := H3/I" can thus be viewed as hyperbolic cobordism between these surfaces. We
describe a simplest instance of this picture in the following.
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Fuchsian and quasi-Fuchsian groups. A quasi-Fuchsian group is a Kleinian
group I' < PSL(2,C) whose limit set Lr is a Jordan curve and such that both
components of its region of discontinuity Qr =: Dy U D_ are preserved by I'. For
these groups Marsden [81] proved that H?3/T" is diffeomorphic to (D, /I') x R and
(H? U Q)/T is diffeomorphic to (D, /T) x [0,1]. A quasi-Fuchsian manifold is a
complete hyperbolic 3-manifold Y which is isometric to H? /T for some quasi-Fuchsian
group I'. A Fuchsian group is a quasi-Fuchsian group I whose limit set Lr is a circle.

Every Fuchsian group is conjugated to a discrete subgroup of PSL(2,R) and thus
determines a hyperbolic surface (X, g) := H?/I". A direct calculation shows that the
Fuchsian hyperbolic 3-manifold Y := H?/T is isometric to ¥ x R equipped with the
metric

¥ (z,t) = (COSh(tO)Qg (2) ?) (4.111)

where ¥ := H?/T" and g € Met(X) is the induced hyperbolic metric.

It follows from Definition that every Fuchsian manifold is almost-Fuchsian,
and conversely, that every almost-Fuchsian manifold is quasi-isometric to a Fuchsian
manifold. In particular, every almost-Fuchsian manifold is quasi-Fuchsian, since every
quasi-isometry of H?® induces a continuous map on its boundary at infinity. The
converse is not true: There are examples of quasi-Fuchsian manifolds which admit
more then one minimal surface (see [I1211[63,[57]) and these cannot be almost-Fuchsian

by Lemma

Simultaneous uniformization

An odd coupled pair is a triple (X_, [f], X+ ) consisting of two closed Riemann surfaces
>+ and the homotopy class of an orientation reversing diffeomorphism f:>%_ — X,.
Two odd coupled pairs (X_,[f], 1) and (X_,[f], X4 ) are called equivalent if there
exist biholomorphic maps h_ : X_ — X_ and hy : X4 — ¥ such that f is homotopic
to hyo foh~l

Now fix a closed oriented Riemann surface . It is not hard to see that every odd
coupled pair of Riemann surfaces of the same genus as ¥ is isomorphic to a couple of
the form

(Z—a [f]7 E+) ~ ((iv J—)’ [id}? (Z’ J+))

for some complex structures J_ € J(X) and J, € J(¥). More precisely, this
gives rise to an identification of the space of odd coupled pairs with the quotient
T(X) x T(X)/MCG(E) where MCG(X) = Diff, (£)/Diffy(X) denotes the mapping
class group.

Every quasi-Fuchsian group I" < PSL(2, C) gives rise to an odd coupled pair: The
Riemann surfaces ¥4 are the two connected components of Qr/T", where Qr denotes
the region of discontinuity on the boundary sphere. Moreover, the fundamental
groups 71 (X4 ) are canonically isomorphic to I and hence give rise to an isomorphism
m(3X-) — m(X4). This determines a unique homotopy class [f] by the Dehn—
Nielsen—Baer Theorem The simultaneous uniformization theorem of Bers
asserts that this constructions provides a bijection between the moduli space of quasi-
Fuchsian groups and odd coupled pairs.
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Theorem 4.6.6 (Simultaneous uniformization, Bers [8]). Let (X_,[f],X4) be an
odd coupled pair with closed Riemann surfaces with genus(X1) > 2. Then this pair is
equivalent to one which can be represented by a quasi-Fuchsian group T' < PSL(2,C),
which is uniquely determined up to conjugation.

Denote by QF(X) the space of quasi-Fuchsian groups I" which are isomorphic to
m(X). Then the theorem above asserts that

QF(X) _ T(X)xT(%)
conjugation  MCG(X)

where MCG(X) = Diff; (X)/Diffp(X) denotes the mapping class group of X.

Embedding of the moduli space M into the quasi-Fuchsian moduli space

We present two maps from M into 7(3) x T (X). The following proposition is a rather
direct consequence of Definition [£.6.3] and makes no claim about holomorphicity.

Proposition 4.6.7. For an almost-Fuchsian metric

g = g};o _ ( g (cosh(t)1 —Sirolh(t)g_lRe(a)) (1) ) € AF(Y)

define g = g(1 + |o|2) T 2Re(0) and let J+(g¥) = Joz= € T(X) be the unique
complex structures compatible with g3°. Then

1. (X xR, gY) is isomorphic to the quasi-Fuchsian manifold which corresponds to
the odd coupled pair (X, J1(g9v)), (X, —J_(g¥)), [ids]).

2. The map M = AF(X)/Diffy(X) — T(X) x T(X) defined by

[9,0] = [J+(9g.0): T (95.5)] (4.112)
is a mapping class group equivariant embedding.

Proof. The metric g; := g (cosh(¢)1 — sinh(¢) g_lRe(a))2 is conformally equivalent to
g(1— tanh(t)gilRe(a))Q. For t — +o00, this tends to

9 =g (L +g 'Re(0))” = g(1 + |0]2) F 2Re(0)

where we used the relation (¢~ 'Re(0))* = |o|21. This establishes the given formula
and the proposition. O

One can understand the map more explicitly on the level of sections.
Denote by X C T*H the unit disc bundle equipped with the hyperkéhler structure
from Theorem m Hodge [61] showed that there exists an SL(2,R)-equivariant
diffeomorphism o : X — H x H which intertwines the second complex structure on
X with (i, —i) on H x H. It is explicitly given by the formula

T o y?v L )

1—yu+11—yu’x+1+yu 1+yu

alz + iy, u + iv) = (x - (4.113)
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where v := /1 — y?(u? + v?) (see Remark|4.5.4)). It gives rise to a Diff(X)-equivariant
bundle map « : ©1(¥) — J(X) x J(X) which descends to a mapping class group
equivariant map

M=M, = T(E) x T (). (4.114)

where M denotes the moduli space (|4.806]).

Proposition 4.6.8 (Hodge [61]). The two maps (4.112) and (4.114) agree. More-
over, the second complex structure on M corresponds to (J1,J2) — (—=J1J1, JoJ2) on

T(E) x T(X2).

Proof. Let (J,0) € Q1(X) and denote by g := p(-, J-) the induced Riemannian metric.
Choose a holomorphic chart ¢ : U — 3 and

o*J = Jy, ¢*p = Ndx A dy, ¢*g = N*(da?® + dy?), ¢ o = \Nu — iv)dz?

for a smooth functions u,v : U — R and A : U C R?> — R,. This chart defines
a canonical trivialization of the SL(2,R)-frame bundle define by the frames 6, :=
A~1ldg(z). With respect to this trivialization corresponds the pair (¢*.J, ¢*o) under
the isomorphism to the section s°°¢ := (i,u+iv) : U — X. By we then

have
Cocy ._ —v . v .
a(s) (1—u+11—u’1+u+11+u)'

This corresponds to the two complex structures

i
l—u 1-u v\ 1-u —v

Loc .__ v . _l —v 1—u 2
- '_j(l—&—u_'—ll—l—u)_'y(l—l-u v )EJ(R)

where j : H — J(R?) is defined (4.39). These are compatible with the metrics

L 0 2)\2’}/ Loc __ 2 1—u —v _ * *
go=( gy o7 )= (100, ) =207 - 67Relo))

— 0 2)‘27 Loc __ 2 ]_+U v _ * *
b= ( gy Ty o= (M0 ) —2e o eto))

This shows that the complex structures (J4, J_) associated to (J, o) under the maps

a are determined by g+ := 2(g F Re(c)). Finally, define g := (1 +,/1—|0|2). A
short calculation shows

9+ = 2(g F Re(0)) = §(1 + |o]3) £ 2Re(0)

and hence Ji agree with the complex structures defined in Proposition [4.6.7] O
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A Kihler potential for the hyperkihler metric

Consider the area functional on M = AF(X) which assigns to every almost-Fuchsian
manifold the area of its unique closed minimal surface.

A M= AF(Y)/Diffy — R, A([g,0]) :== vol(Z, g) (4.115)

where M is the moduli space . The second complex structure on M corresponds
by Proposition to the standard complex structure on AF(X) obtained from
the embedding into 7(X) x T(X). The next theorem verifies a remark of Donaldson
which asserts that the area functional is a Kéhler potential for the hyperkéahler
metric on M with respect to this complex structure. This has been confirmed by
direct arguments along 7 (X) C M in [55].

Theorem 4.6.9. The area functional provides a Kdhler potential for the
hyperbolic metric. More precisely

2607,05,A = w,. (4.116)

Proof. On the moduli space Mg, defined by (4.91)), the area functional has the shape
Ag: Mg — R, A(lg, o)) == / (1 +4/1— |0\§> dvoly. (4.117)
b

This follows from the identification M = M, in Proposition In particular,
on the original moduli space Mg, defined by (4.84), one has

A Mo =R, A(l,0]) ::/z<1+1/1—|0|3>p (4.118)

where the norm | - | ; is defined using the metric p(-, J-). Consider the S*-action
St x Mg — Mg, elllg, 0] = [g,e o).

It follows from Lemma that A, is a Hamiltonian function on (M, w,;) which
generates this S'-action. Denote by V4 € Vect(M,) the Hamiltonian vector field
generated by As. Moreover, the S'-action rotates w,, wy and satisfies Ly, w, = —w;
and Ly,ws = w,. Hence the same formal calculation as in Lemma yields

dAs(JoW) = wy(Va, JoW) = (J1V, W) = (J3V, W) = w3 (V, W)
for all W € Vect(M;) and therefore
210,07, H = d(dH o J3) = du(Va)ws = Ly, ws = Wy.

This proves (4.116|) and the theorem. O

4.6.3 Embedding into the PSL(2,C) representation variety

Let ¢¥ by a hyperbolic metric on Y := ¥ x R. The universal cover Y of Y is isomet-
ric to hyperbolic space by the Cartan—Ambrose-Higgs theorem and there exists an
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isometry ¢ : Y — H3. The push-forward of the desk-transformation action of (%)
on Y yields then a representation p : m1(X) — PSL(2,C). Different choices of the
isometry ¢ differ by an element of PSL(2,C) and lead to conjugated representations.
We thus obtain a well-defined embedding
. Ham(7(3), PSL(2C
M= AF(Z)/Dlﬁo(E) — RPSL(Q,(C)(Z) = ( ( ) ( )) . (4.119)

conjugation

The image is an open subset in the smooth locus of the the representation variety
Rpsi(2,c)(2) which carries a natural holomorphic symplectic structure, see Goldman
[52]. A classical result of Bers [9] asserts that the restriction of this complex structure
to M corresponds to the standard complex structure on 7 () x 7 (%) which differs by
a sign from our conventions. In particular, it follows from Proposition [£.6.8] that the
second complex structure on M corresponds to multiplication by —i on Rpgp2,c)(Z)-

Remark 4.6.10 (Holomorphic symplectic structure). The quasi-Fuchsian mod-
uli space carries a natural holomorphic symplectic structure which can be expressed
in complex Fenchel-Nielson coordinates and corresponds to the Goldman holomor-
phic symplectic structure on Rpg,2,c)(X), see [94, [52]. We have seen above that
the underlying complex structure agrees with minus the second complex structure on
M. Moreover, the holomorphic symplectic form corresponds to —w; + iw; on M.
This can be seen by noting that both symplectic forms agree (up to sign) with the
Weil-Petersson symplectic form along Teichmiiller space, which we embed diagonally
into the quasi-Fuchisan moduli space using «. In then follows from holomorphicity
that both forms agree on all of M. See Hodge [61] for more details on this.

The Hitchin equation

We present in the following a construction of Donaldson which associates to every
pair [g,0] € M a solution of Hitchin’s equation. By classical results of Hitchin [58]
and Donaldson [33], such solutions determines a flat SL(2,C) connection together
with a harmonic map of the universal cover % into H? = SL(2,C)/SU(2). This gives
rise to an alternative description of the embedding of M into Rpsy2,c)(X).

Let g € Met(X) and o € Q(g) be given. Choose a holomorphic line bundle L — ¥
with L? = TS and define E = L ® L~!. The Levi-Civita connection for g induces a
unique U(1)-connection a € A(L). Then consider the pair

A= < a _§a> € A(E) and ¢= % ( 8 (1) ) € OM0(End(E))  (4.120)

oceQ(J) =% =" (Hom(L, L71))
€ Q(J) =" (L?) = Q% (Hom(L™ ', L))
1€ Q%End(TY)) = Q°(L?) = Q" (Hom(L ™1, L)).

The adjoint section ¢* is given by

9" = % < 10* 8 ) € Q% (End(E))
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where 1* = 2idvol, € Q(Z,C) = Q%1(X,7T*%) = Q%1 (X, Hom(L, L)) and we used
the sign convention ALH(T*Y) = A®Y(T*Y) @ AMO(T*Y). The next lemma asserts
that (A, ¢) satisfies the Hitchin equations and yields a flat SL(2,C) connection.

Lemma 4.6.11. Consider the setup described above. The pair (g,0) satisfies
if and only if (A, §) satisfies the Hitchin equations

Fi+[pNo*]=0, dad = 0. (4.121)

Moreover, if these conditions are satisfied, then B := A+ ¢ + ¢* is a flat SL(2,C)
connection.

Proof. The induced curvature form on L and L~! are %K gvolg and —%ngolg where
K, denote the curvature form. Moreover, o yields a covariant constant section of
QM9(L=2) since 9o = 0 as quadratic differential and both connections are induced
by the Levi-Civita connection. By the formula in Lemma [2.7.6] it follows

K +|o? 0 dvoly
Fi = 9 — 79
A ( 0 ~K —|o2) 2i
Moreover,
0 1 0 0\| _(1A1" 0 (=21 0 dvol
0 0/°\1* 0/)| 0 -1*A1) L 0 2i g
and hence
Fa+pno']= Ky +1+ 10y 0 L dovl
A 0 —(Kg+1+0?)) 2177

This proves the first part of the lemma. Moreover,

Fis = Fat da(g+6°) + 5(6+6) A (6 +6")] = Fa+ [0 A 9"

shows that B = A+ ¢ + ¢* is a flat SL(2,C) connection when Fy + [¢ A ¢*] =0. O

The holonomy representation p4 4 : m(X) — SL(2,C) of the flat connection
B := A+ ¢+ ¢* is well-defined up to conjugation and therefore Lemma [£.6.11] yields
again an embedding of M into Rpgr,(2,c)(X).The connection between hyperbolic 3-
manifolds and Hitchin’s equation was observed by Donaldson [33]. For this consider
the following model of hyperbolic space

H® =SL(2,C)/SU(2),  (dn(g)gi¢, dm(g)gin) := —2tr(¢n)
for g € SL(2,C) and &,n € su(2) where m : SL(2,C) — SL(2,C)/SU(2) denotes
the canonical projection. Let P¢ and P be the SL(2,C) and SU(2) frame bundle of
E =L® L. Then B induces a flat connection on the H>-bundle
P(H®) = P xg10.0) (SL(2,©)/SU(2)) = P*/SU(2)

and the reduction P C P¢ gives rise to a section s4 4 € Q°(3, P(H?).
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Theorem 4.6.12. Suppose (g,0) satisfies and let (A, @) be the corresponding
solution of Hitchin’s equation (see Lemma [4.6.11). Let sa.4 € QV(3, P(H?) be the

corresponding section of the associated H3-bundle as described above. Finally, denote
by (X,g,) be the universal cover of ¥ equipped with the lifted Riemannian metric §
and quadratic differential 6. Then the following holds.

1. sa.4 lifts to a 7 (X)-equivariant isometric immersion 544 : (3,§) — H* and
the second fundamental form of §4 4 is given by Re(5).

2. The holonomy representation pp : m1(X) — SL(2,C) of the flat connection
B := A+ ¢+ ¢* agrees up to conjugation with the image of [g, o] under .

In particular, Y := H?/pp is a smooth almost-Fuchsian manifold and 54,6
defines a minimal isometric embedding (X,g9) — Y with second fundamental
form Re(o).

Proof. We recall some of the key observations of Donaldson [33]: First, the canonical
isomorphism

iad(P) = 57 4(T°"(P(H?)) (4.122)

intertwines the connection induced by A on iad(P) and the connection on (7" ( P(H?))
induced by the flat connection B := A + ¢ + ¢* and the Levi-Civita connection of
the hyperbolic metric on H?. Second, the associated section s4 , satisfies

Vs = (¢ + ¢*) € Q°(Z,iad(P)) c Q°(X, End(E))

where we identify iad(P) with the space of self-adjoint endomorphism of E. By
(4.121)), it follows d% (¢ + ¢*) = 0, and this is equivalent to V*Vs = 0. Solutions to
the later equation are called twisted harmonic sections — they are represented in any
flat trivialization by harmonic maps into H?3.

After this preliminary discussion, we can proceed to the proof of the theorem.
It suffices to verify the first part locally. Let U C ¥ be a contractible holomorphic
coordinate chart and suppose g = A?(dx? + dy?) in these coordinates. This chart
provides a trivialization in TS = L? along U and we choose compatible trivializations
of L and L', These trivializations are not unitary, and the bundle metric is given by
A @ AL In this trivialization, the section s4 4 is represented by a map s: U — H?.
Moreover,

ds(v) = % ( o g) € End(C2)

when ds(v) is viewed as section of iad(P) C End(E) and

_ 1 0 AV 3
ds(v) = Ly [2 ()\v 0 )} € T:H

when ds(v) as section of s*TH?, where L, : sl(2,C) — T,H? is defined by L,¢ :=
Ot|i=ope's. In particular, |ds(v)|? = A\2|v|? shows that s is an isometric immersion.
We calculate in the same chart

- 1 (e (u,v) 4+ o(u,v)) a(u)v + va(u)
utasto) = 140 s = 5 (ZT T a(otene) o)
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for vector fields u,v : U — C. It follows from the formula for ds(v) above that

=G )

corresponds to the unit normal vector field along the image of s. Hence its second
fundamental form is given by Re(o) and this completes the proof of the first part.

By Theorem there exists a unique quasi-Fuchisan metric g¥ € AF(Z) on
Y := ¥ xR for which ¥ x {0} is a minimal surface with induced metric g and second
fundamental form Re(X). This lifts a hyperbolic metric on Y := ¥ x R. It follows
from Step 2 and Step 3 in the proof of Theorem [£.6.1] that

}7 — H37 (Z7t) — engA,¢(z)(tl/(§A7¢(Z)))

is a 1 (X)-equivariant isometry. This proves the second part and the theorem. O]

4.6.4 The cotangent bundle of Teichmiiller space
We identify the cotangent bundle of Teichmiiller space with

T*T(2) = {(J,0)|J € (%), 0 € Q(J), D0 = 0} /Diffy(%).

Remark 4.6.13. Recall that we chose the complex structure on Teichmiiller space
to be J — —JJ and with this complex structure it would be more natural to identify
Q(3)/Diffy(X) with the tangent space of Teichmiiller space, see Remark To
obtain nevertheless an identification with the cotangent bundle, we need to define
the complex structure on Q(X) by (J, ) — (—J.J, —i§) which is consistent with the
first complex structure on M.

The next theorem is a special case of a result due to Uhlenbeck ([I17], Theorem
4.4). Tt shows that M admits a natural embedding into T*7 (X).

Theorem 4.6.14. Let M be the moduli space . For g € Met(X) denote by
Jg € J(X) the unique complex structure compatible with g and the orientation of X.
Then

M=TT(E),  [g.0] = [Jg 0] (4.123)
is a smooth embedding.

Remark 4.6.15. The theorem does not hold without the restriction |o|, < 1, see
[117, 62].

Remark 4.6.16. The hyperkdhler structure of M along the image can be viewed as
the Feix—Kaledin hyperkahler extension [43] [67] of the Weil-Petersson metric along
Teichmiiller space.

Proof. Let J € J(X2) and o € Q(J). We need to show that there exists a unique
metric g in the conformal class determined by J with |o]; < 1 and

Kg+ o2 =-1 (4.124)
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By uniformization, there exists a unique hyperbolic metric go € Met(X) which is
compatible with J. Every other metric in the conformal class of gy has the shape
g = e*gy for some smooth function u : ¥ — R.

Step 1: g := e%“gg € Met(X) solves (4.124) if and only if u solves
Agou—14e™ +|of2 e = 0. (4.125)
where Ay = d*d denotes the positive Laplacian.

The Gaussian curvature changes as K, = e 2“ (A u — 1) and the norm of o
changes by |o|2 = |o|2 e~**. Hence

K, + |a|g +1l=e"(Agu—1+e™+ |O’|£2]0672u)
and this proves Step 1.
Step 2: Fiz k > 2 and define F : WF2(2,R) — WE=22(X R) by
F(u) == Agyu— 1+ € + |o]2 e (4.126)

Suppose |o|, < 1 pointwise, then L, := dF(u) : WF2(Z,R) — Wk=22(5 R) is given
by

L& = D& +2e*¢ — 2|02 e (4.127)
and this is a positive self-adjoint isomorphism.

The formula for the derivative is immediate. We then calculate
(L&, &) 12 = /2 (1d€|2, + 2e*&* — 2|02 e7>"£%) dvoly,
= /E (1d€|2 + 26* — 2|0 2€?) dvol,
= /E (1d€]2 4 2(1 — |o|2)€?) dvol,

This is strictly positive for £ # 0 and hence L,, is injective. Since L,, is a lower order
pertubation of the Laplacian Ay, it is a Fredholm operator of index 0, and therefore
also surjective.

Step 3: Let g € Mety(X), 0 € Q(g) with |o|; < 1 and suppose (g,0) satisfies
. Then there exists a unique smooth path u : [0,1] — WF2(Z R), t — uy,
such that

Agoug — 1+ e +|tol2 e =0 (4.128)

for all t € [0,1] and g = goe®™.
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First, let 0 < to < 1 and suppose that u; € W*2(X R) is a smooth family of
functions satisfying (4.128) for ¢t € (tg, 1]. We claim that

o2, >0 forall t € (to,1]. (4.129)
Indeed, differentiating the equation yields
Lyt + 2t} e =0

where L, is a positive elliptic operator by Step 2, provided that |t0\§t <1l In
this case, it follows from the maximums principle that @, < 0 and then 9;|o|?, =
9 (|o]2,e=***) > 0. Therefore the set of times ¢ € (to,1] for which holds is
open, closed and contains 1. It follows that is satisfied for all ¢ € (o, 1]
Next, consider the joint function G : W*2(X,R) x R — W*=22(% R) defined by

G(u,t) = Agyu — 1+ e + |ta\zoe*2“.

We need to show that there exists a unique family u,; satisfying G(u¢,t) = 0 for all
t € [0,1] and g = goe?". By Step 2, we can apply the inverse function theorem at
G(uy,t) if |ta|gt < 1 for g; := goe?“t. For t = 1 this is satisfied by assumption, and
the solution exists on some interval (¢,1]. Moreover, it follows from that
the condition |to|?, < 1 remains satisfied for all ¢ € (to, 1]. This yields uniqueness of
the solution and openness of the maximal existence interval. It remains to show that
u; converges as t — tg. The estimate in Step 2, shows that the family of operators
Ly, : W22(2,R) — L%*(Z,R) is uniformly bounded and hence

iy =L, (2t|o]2 ™), te (to,1]

is uniformly bounded in W2?2(3, R). Then, by elliptic regularity, ; is also uniformly
bounded in W#?(3, R) and therefore u; converges as t — tg.

Step 4: The inclusion is an embedding.

Let g € Mety (%), 0 € Q(g) with |o|; < 1 be given and suppose (g,0) satisfies
(4.124). By Step 3 there exists a unique path u : [0,1] — W*2(X, R) satisfying
Kyt + |t0|g2;t = -1, gt ‘= 906_2Ut~
For t = 0, the maximum principle yields that ug = 0. We may thus recover the metric
g = g1 by following the path of solutions defined G(uy,t) = 0. This shows uniqueness

of solutions within the conformal class under the constraint |o|, < 1 and this proves
the theorem. O
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Chapter 5

Moduli spaces of holomorphic
differentials over Riemann
surfaces

Donaldson introduced in [38] a general moment map framework for the action of the
diffeomorphism group on the space of sections for certain symplectic fibrations. He
then applied this framework to construct Teichmiiller space and a hyperkéhler ex-
tension parametrizing complex structures together with holomorphic quadratic dif-
ferentials. We generalize his construction in this chapter to holomorphic differentials
of arbitrary degree and tuples of holomorphic differentials of mixed degree. These
moduli spaces are closely related to Hitchin’s higher Teichmiiller components [59].
We hope that this might lead to a new construction of the Hitchin component using
the diffeomorphism group instead of the gauge group.

5.1 Introduction

Let (%,p) be a closed 2-manifold with fixed area form p € Q2(X) and assume
genus(X) > 2. Let P — ¥ denote its SL(2,R) frame bundle. The unit disc bun-
dle X;, C (T*H)*/? can be identified with pairs (.J,~) consisting of a linear complex
structure J € J(R?) and a symmetric J-complex multilinear form ~ : (R?, J)* — C
with |y| < 1. The space of sections of the associated bundle P xgr,or) X then
admits a natural identification with the space

Di(E) = {(J,7)|J € T(E), 7€ S*(T*T®,C), |7] <1} (5.1)

which parametrizes complex structures and complex differentials of order k.

The fibre X}, C (T*H)*/? carries in the case k = 2 a natural symplectic form
coming from the Feix—Kaledin hyperkéahler extension of the hyperbolic metric on H.
For k > 2, we do not expect that there exists a hyperkéhler setup and obtain instead a
family of symplectic forms on X}, parametrized by a single functions f : [0,1) — [0,1)

213
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with f(0) = 0 and f’ > 0: There exists a unique SL(2, R)-invariant symplectic form
wy € Q(X},) satisfying

wy(i,w) = *% (1 — f(|w|2) + k|w\2f’(|w|2)) dz Ndz 52
B 2Eif/qu)dﬁ}/\dw—f—f’(|w|2)(mdédw—wdwd,z). .

Here is a more geometric description of these forms: (1) The symplectic connections
of wy yields the standard connection on (7*H)*/2 obtained from the Levi-Civita
connection on the hyperbolic plane and (2) the S* action which rotates the fibres is
Hamiltonian with H(z,w) = —2 f (Im(z)"|w|?) and the Marsden-Weinstein quotient
H! (—%72) /St is symplectomorphic to the hyperbolic plane scaled by (1 — f(r?)).
None of these symplectic forms extends over the whole space (T*H)*/? and the restric-
tion to a disc bundle is necessary. The general framework introduced by Donaldson
then yields the following:

Theorem A. The action of Ham(X,p) on the space {(J,7) € D}L(X) |0y = 0} is
Hamiltonian with respect to wy and with moment map

p,(J,7) = (2K, + AF(|7]*) — 2¢) p (5.3)
where ¢ 1= 2m(2 — genus(X))/vol(X, p), F : [0,1) — R is defined by
t
fls) o
F(t) = —_ — d
0= [ L2 s
and A = d*d is the positive Laplacian of the metric p(-,J-).
Proof. See Theorem [5.2.9] O

This theorem is the key step in showing that the moduli space

M) = {(19) €DIE) |3y =0, Ky + AR =} [Symmo(s.p)

carries a natural symplectic form. It is natural to ask the following:
1. Does there exists a preferred symplectic structure wy € Q%(Xy)?

2. Are there symplectic structure wy for which M (k) admits a more concrete or
geometric description?

In the case & = 2 both questions are answered by the Feix—Kaledin hyperkéhler
metric. For k > 2 we were unable to find a satisfactory answer to the first question.
However, we found the following answer to the second question:

Theorem B. There exists a unique monotone increasing function Fy : [0,1] — R
which satisfies Fy(0) = log((k—1)/k), F(1) = 0 and te™*%®) —ke=Fe(®) 1 (k1) = 0.
Define fi : [0,1) — [0,1) by

fult) == — ( / " (5)s ds) 1, (5.4)
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Then (J,7) — (eF*UT1D) p(-, J-), 7) induces an isomorphism

e T 1
M ={(a | 5 MR RO fome 6

flrly = 5%+
where ¢ := 2w (2 — 2genus(X)) /vol(X, p).
Proof. See Theorem [5.2.10] O

In the case k = 2 this yields f2(r) = 1 — /1 —r which corresponds again to the
Feix—Kaledin hyperkédhler metric.

The discussion so far extends rather directly to tuples of complex differentials of
mixed order: Let k = (k1,...,k,) € Z with 2 <k; <--- <k, and define

Du(X) == {(J;m1,....7) | J € T(X), i € S"(T*S®, C), |r;| <1} (5.6)

A tuple f = (fi,..., fn) of functions f; : [0,1) — [0,1) with f;(0) = 0 and f/ > 0
and a weight vector av = (avq,..., ) € (0,1)" with >" | a; = 1 defines a symplectic
form w§ on D}((E), which is obtained by combining the symplectic forms wy, on
Dy, (2) weighted with «. We then have the following

Theorem C. The action of Ham(%,p) on {(J,71,...,7,) € Di(X) |07 = 0} is
Hamiltonian with respect to w§ and with moment map

(J TlyeensTn) = <2KJ—|—A<Z% 5 (I )) —2C>p (5.7)

1=1

where ¢ := 27(2 — genus(X))/vol(X, p), F; : [0,1) = R are defined by

i)

F;(t) :=
(t) Tkt

— fi(t)dt

and A = d*d is the positive Laplacian of the metric p(-,J-).

Proof. See Theorem [5.3.3] O

After taking the action of Symp, (X, p)/Ham(X, p), this construction gives rise to
a symplectic form on the moduli space

oy=0, Kj+ A <Zal |’7’Z| )) :c}/SympO(Em)

The final section discusses the relation between these moduli spaces and Hitchin’s
higher Teichmiiller components (see [59]). We also indicate some open questions and
directions for further investigations.

Mi(k) = {(J, 7) € D(%)
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5.2 Holomorphic differentials of order £

The first section introduces the space Dy(R?) of pairs (J,7) where J € J(R?) is a
linear complex structure and v : (R, J)* — C is a multilinear form of order k. This
is a line bundle over the space J(R?) and we investigate its total space both in the
disc and upper half plane model of J(%).

The second section discusses the class of symplectic structures wy on the unit disc
bundle D} (R?*) C Dy(R?) and calculate the moment map for the natural SL(2,R)
action.

In the third section, we then apply Donaldson’s framework to this particular
situation. This yields a moment map for the Hamiltonian action on the space of
holomorphic differentials of order k and allows us to construct the moduli space
M (k) which fibres over Teichmiiller space.

5.2.1 Complex symmetric multilinear forms

Let k > 2 be a positive integer. For J € J(R?) denote the space of J-complex
symmetric multilinear forms of degree k by

(J,1)-complex multilinear

Dy(J): = {7 :(RHF » C

7 is symmetric and }

2 .
g{v;w_ﬂc‘ for all o, 5 € R and v € R? it holds: }

Y(ow + BJv) = (a +iB)"y(v)

Let h; be the hermitian form on (R?,J) determined by the standard area form on
R? and J, see (4.40)). This induces on Dy (J) the following hermitian structure

9D, (71,72) = Re (W) o worly2) = Im (W)

Ip, (V) (v) = iy(v)

where none of these expressions depend on the choice of v € R*\{0}. The spaces
Dy(J) form a hermitian line bundle Dy (R?) — J(R?) defined by

Di(R?) :={(J,7)|J € T(R?), v € D*(J)}
and the natural SL(2, R)-action on J(R?) lifts to
SL(2,R) X D(R?) = Dy (R?), W, (J,7) = (LJU ' (U~ 1)*y).

The upper half-plane model
Denote by Y}, the space H x C equipped with the following SL(2,R) action

SLeR) x VoY (0] )G = (EE0 s ).

We think of Y3 as (T*H)*/? with the canonical complex structure and induced
SL(2,R) action. The induced metric on the fibre is then given by

|w|? = Im(2)*|w|?, for (z,w) € Y.
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Lemma 5.2.1. Define 7y, : Y3, — Hom((R?)®* C) by
Ye(z,w) : R?* = C, Y (V) = W(vy — Zvg)* (5.8)
and define j : H — J(R?) by , Then the following holds:
1. v(z,w) € Di(j(2)) for every (z,w) € Y.

2. The fibre map Yx(z,-) : C = Dy(j(2)) is a complex anti-linear isometry for
every z € H.

3. The bundle map (j, V) : Yi — Di(R?) is a SL(2,R)-equivariant bijection.
Proof. For the first part, it suffices to check that
A(z) : R?* = C, A(z)v :==v1 — Zvg

is j(z)-holomorphic. With z = x + iy this amounts to the calculation

A = tama (1 T ) < (B ) gy

) -z ) )

For the second part, let (z,w) € Yy and denote e; = (1,0) € R2. By " it follows
|hj(z)(e1,€1)| = Im(z)~! and hence

ez, w)* = [Im(2)[* i (2, w)er | = [Im(2)|*Jw]* = |w]?

This shows that the fibre map 7%(z, -) is an isometry. For the third part let

a b
\I/<C d)eSL(?,R)
and (z,w) € Y be given. Then

Yo (z, w) (U ) =W ((dvy — bvg) — Z(—cvy + avy))F
= ((c+ zd)vy — (az + b)vy)"
_ k
= (05 + d)k’@ (1}1 — Z512U2>
= (Vs (z,w))(v).

This proves equivariance of the bundle map (j,7%) and completes the proof of the
lemma. O

The disc model

Denote by Y, the space D x C equipped with the following SU(1, 1)-action

su ) <P -7 (40 ) = (L G ate).
z «
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As in the upper half-plane model we think of YkD as (T*D)*/? with the canonical
complex structure and induced SL(2,R) action. The induced metric on the fibre is

then given by
k
1|z
2 _ (=1 2
i = (755 ) 1ol

for (z,w) € Y,°. Recall from Lemmam that the map SL(2,R) — SU(1, 1) defined
by

(CCL Z)Hl((atd)Jr(b—C)i (Z—d)—(birz)i) (5.9)

is an isomorphism.
Lemma 5.2.2. Let k= 275/2 . e k74 gnd define Fy, : Y}, — Y2 by

z—1

Fi(z,w) := (Z — k(z + i)kw) ) (5.10)

This map satisfies the following properties:
1. F} is biholomorph with inverse Gy, : YkD — Yy defined by

Gr(¢in) = (Zii—g

2. Fy is (SL(2,R), SU(1,1))-equivariant with respect to (5.9) and intertwines the
Riemannian metrics along the fibres.

1= 0F)

Proof. A direct calculation, which we leave to the reader, shows that Fj and Gy are
indeed inverse maps.
Next let (z,w) € Yy and ({,n) := Fi(z,w) € Y;°. Then

—

shows that FJ, intertwines the Riemannian structures along the fibres.
Finally, let (z,w) € Y}, and

z—1
z+1

k
2
) 2 +i]*|w|* = Im(2)"*|w|* = |w.

a b
\P-(C d)ESL(ZR)
be given. Denote the image of ¥ under (5.9) by

i (o BN _1((atd)+(b—0)i (a—d)—(b+c)i
@.-(5 a)’_z((a—d)+(b+c)i (a+d)_(b_c)i>eSU(1,1).
We then compute

Fu(U(z,w) = Fr (Zifx (cz+ d)%)

_ ((a— ic)z + (b—1id)
(a+1ic)z+ (b+1id)

& ((a+ic)z + (b—i—id))kw)
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and

~ - (z—1i .
\Ile(z,w)\I/<z+i,/£(z+1)kw>

= (a—l—ﬁ)z—ki(ﬁ—a)ﬂ a+pB)z+ila—p kw
_<(a+6)z+i(a—ﬂ)’ (@ Az +ita=5) )

Using @ + 3 = a + ic and i(a — B) = b+ id it follows Fj(¥(z,w)) = WF)(z,w) and
this proves equivariance. [

5.2.2 Symplectic structures and moment maps on the fibre
We consider the unit disc bundle in (T*H)*/2 as fibre. More precisely, define

X = {(zw) €Yy |Im(z)k\w|2 <1}. (5.11)
Using Lemma and the map , we can identify X with

(1 _22|2)k w|? < 1} (5.12)

XD = {(z,w) cYy

which is the unit disc bundle in (T*D)*/2.

Symplectic structures

Extending Donaldson’s construction of the Feix—Kaledin hyperkéhler metric on the
unit disc bundle in T*H, we obtain a class of SL(2,R), resp. SU(1,1), invariant
symplectic forms on X and XP. As in the hypekéhler case, these symplectic forms
do not extend over the total space.

Lemma 5.2.3. Let f : [0,1) — [0,1) be a smooth function with f(0) = 0 and
f'(r) >0 for all v € [0,1). Then there exists a unique SU(1,1)-invariant symplectic
form wﬂf) € O2(XD) satisfying

, _ _ 27 _ _
wa)(O,w) = —2i(1 — f(27%w|?))dz A dz — ﬂf/@ lw(?) dw A dw. (5.13)

Moreover, f restricts to the hyperbolic area form along D x {0}.

Proof. Uniqueness of such a metric is follow from the fact that every SU(1,1)-orbit
contains an element of the form (0,w). Moreover, if w; € Q*(XP) is an SU(1,1)-
invariant 2-form satisfying (5.13), then the assumptions on f imply that wy is non-
degenerate and restricts to the hyperbolic area form along D x {0}.

It remains to show the existence of a closed SU(1, 1) invariant w]}” € Q?(X7) which
satisfies . For this consider the open subset

X = {(21,2’2) (S (CQ‘O < |Z1‘2 — ‘22|2 < 2}.

This is a k-fold covering of X\ (D x {0}) with covering map

m: X = XP, (21, 22) == (ZQ,zf> . (5.14)
21



220 CHAPTER 5. MODULI SPACES OF HOLOMORPHIC DIFFERENTIALS

Now let F': (0,2) — R be a smooth function and consider
O =1i00F (|21)* — |22)?)

This is clearly SU(1, 1)-invariant and a direct calculation shows it induces on X7\ (D x
{0}) the following SU(1, 1)-invariant metric

W2 (2, w) = ijw|?/* (F"(5)|z\2\w|2/k - F’(5)> dz A dz
S(F"(5)6 + F'(5))

+i e dw N dw
2/k(F"(8)6 + F'(§
Y ) k(w)|2+ (6)) (2w dzdw + zw dzdw)

where 0 := (1 — |2|?)|w|?>/*. On the fibre over z = 0 this gives

W2(0,w) = —i|lw|**F'(Jw|**) dz A dz
. iIwIQ/k(F”(\wIQ/’“)\wIQ/’“ + F'(Jw[*'%))
k2|w|2

dw N dw

Now, let f:[0,1) — [0,1) be a smooth function with f(0) = 0 and f’(r) > 0 for
all r € [0,1) and choose F': (0,2) — R such that

fr?)=2— %F’(ﬁ/k)r?/k.

The formula above then transforms to

9%
W2(0,w) = —2i(1 — f(27F|w|?)) dZ A dz — ﬁf/(2’k|w|2) dw A dw
and hence we can take w}D =Wl e 02 (Xﬂ,z) and this completes the proof. O

Lemma 5.2.4. Let f : [0,1) — [0,1) be a smooth function with f(0) = 0 and
f'(r) >0 for all v € [0,1). Then there exists a unique SL(2,R)-invariant symplectic
form wy € Q*(X},) satisfying

wopliw) = =5 (1= F(P) + Kl ' (hwf?)) d= A dz -
_%if/(|w|2)dﬁ}/\dw+f/(|w|2) (wdzdw — wdivdz) . :

Moreover, [ restricts to the hyperbolic area form along H x {0}.

Proof. This follows from Lemma [5.2.3] and Lemma [5.2.2] by direct calculation. O

Remark 5.2.5. For k =2 and f(r) = 1 — /1 — r we recover the hyperkédhler metric
on the unit disc bundle in 7*H and T*D respectively, see Theorem [4.5.1
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Moment maps for the action on the fibre

Fix wy € Q%(Xy) as in Lemma We calculate in the following a moment map
for the SL(2,R) action on Xj.

Lemma 5.2.6. The Hamiltonian H : X, — R defined by
2
H(z,w) = _Ef (Im(2)"|w]?) .
generates with respect to wy the Hamiltonian vector field
Xu(z,w) = (0, w).

Its flow generates the S* action on Xy which is given by rotation of the fibres.

Proof. By (5.15)) it follows
2w . . _
UXpm)wp(0,w) = —7f’(|w|2)dw +ifw?f(Jw|*)dz — ijw]* £ (Jw|*)dz
On the other hand holds

dH(Z,’LU) = —%f’ (Im(z>k‘w|2> <Im(z)kwdw + kJIm<Z)k_1|’LU|2dZQ_id2) -

Combining both formulas proves ¢(Xg)wy = dH on the fibre z = i. The general case
follows from this, since H, Xp and wy are all SL(2, R)-invariant. O

Proposition 5.2.7. The SL(2,R) action on X, is Hamiltonian with respect to wy.
It is generated by the moment map p : X — sI"(2,R) defined by

(u(z,w), &) = (f(Im(2)"w]?) = 1) tr(j(2)€),  for & €sl(2,R)

where j : H — J(R?) is defined by .

Proof. For w = 0, the proposition follows from Lemma For 0 < r < 1 consider
the circle bundle
S, = {(z,w) € X |Im(2)*|w|* = r?}.

By Lemma this is a level set of the Hamiltonian H which generates the S!
action on Xy, given by rotation of the fibres. Thus S,/S! is a Marsden—Weinstein
quotient of X} and it follows that there exists a function h(r) with

(WF) () (1,01, (21, 01)) = h(r)ws (21, 41)  for all (2;,1;) € T(su)Sr

where w™ denotes the hyperbolic area form on H. Evaluating this expression on
(z,w) = (i,r) and the tangent vectors (1,0), (i, —£r) € T}; 1S, yields

.k
h(T) = (wf)(iyr) <(1,0), (1, —27“)) =1- f(rQ).
It then follows for (z,w) € S, and (£,%) € T(; .S, that

wf(L(z,w)ga (2a 'li))) = h(r)wH(sz, 2) = L(é,uﬁ) ((f(TQ) - 1) tr(g(z){)) .
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where L, ) : sl(2,R) — T(2,w)Sr denotes the infinitesimal action and the last step
uses Lemma Hence the moment map equation is satisfied in this case.

It remains to verify the moment map equation along the fibre. For this define
Vi, Vo € Vect (X \(H x {0})) by

Vi) = (0.5), Valzw) = (0,w)

and fix a point (z,w) € X, \(H x {0}). Let £ € s[(2,R) and assume first that j(2){ =
—&j(2). Then follows j(z)¢ € sl(2,R), iL(. )& = —L(z,u)(j(2)), and therefore

1 1
wi (Lzw)é, Ve) = wy (iL(Z,w)S, TV¢) = wy (_L(z,w)(j(z)€)7 TV¢> =0

Here we used that Vj is tangential to the S* action and therefore in the kernel of
(wi)lrs, xTs,- Since j(z)€ is complex anti-linear, we also have tr(j(z)§) = 0 and the
moment map equation is satisfied is this case.

Finally, assume that £ € s[(2,R) satisfies j(2)§ = £j(z). Then £ is a multiple of
j(z) and we may assume & = j(z). We calculate in this case

wi (Lzi(2),V2) = wy ((0 k:f”) ,(O,w)) = —drf'(r?)

and on the other hand
O (p(z,w),§(2)) = 0, (2= 2f(1?)) = —4rf'(r?).

Hence the moment map equation is again satisfied and this completes the proof of
the proposition.
O

5.2.3 Moduli spaces of differentials of order &

Throughout this section, let (X, p) be a closed 2-dimensional oriented manifold with
genus(X) > 2 and fixed area form p € Q?(X). Denote by P — ¥ its SL(2,R) frame
bundle, let X3 C (T*H)*/2 be defined by and let wy € Q%(X}) be a symplectic
form as in Lemma [5.2.4

Geometric description of the sections

Denote by (4,7) : X — J(R?) x Hom((R?)®* C) the bijection defined in Lemma

and recall that the fibre maps (¢, ) : (T*]HI)]Z/2 — Di(5(¢)) are complex
anti-linear isometries. This yields an embedding of the associated bundle P(X}) :=
P xg1,(2,r) X into a suitable tensor bundle over X which is defined by

P(X};) = End(TY) x S¥(T*Y ® C),
[(2,60), (¢;m)] = (83()0", 0 (¢, m))

for z € 3, a volume preserving frame 6 : R> — 7.3 and ((,n) € Xj. On the space of
section this yields the identification

S(Xi) =Di(E) :={(J,7)|J € T(2), 7 € Di(Z, ), |7]s < 1}
where Dy, (X, J) denotes the space of complex differentials of order k on (3, J).

(5.16)
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Lemma 5.2.8.

1. Any torsion free SL(2,R) connection on TY induces connections on P(X) and
End(TY) x S*¥(T*X @ C) which are compatible with respect (5.16).

2. The inclusion is Symp(X, p)-equivariant

3. The symplectic form wy on Xy, induces a symplectic form on the bundle P(X})
(again denoted wy) which satisfies

. . 4 PN
(wf)(JJ) ((0,71),(0,72)) = —Ef/(|7|2)WD(71772)
for (J,7) € Di(X) and % € Dy(J). Here we denote by wp the pointwise
symplectic structure obtained from S*(T*Y ®@; C).
Proof. The first two claims are a matter of unravelling the definitions and left to the
reader. The formula for the symplectic form follow from Lemma [5.2.4 O
Calculation of the moment map

The symplectic form on P(X}) integrates a symplectic form on D}.(X) defined by

Qf((jl,f'l),(jgﬂﬁg)) ZZ/ZWf((jl,f'l),(jg,f'Q))p.

The next theorem calculates a moment map for the action of Ham(X, p) on D} (X)
with respect to this symplectic form.

Theorem 5.2.9.

1. Let ¢ :=2mw(2—genus(X))/vol(X, p). A moment map for the action of Ham(X, p)
on D}(X) is given by

_ M 9712 — 197 — f(lr —2c
p () = | === (1072 = |0r[?) + 201 = f(|T*) K = 2¢| p (5.17)

— 2400 f(|7]?).

where K is the Gaussian curvature for the metric p(-,J-) and all covariant
derivatives are induced by its Levi-Civita connection.

2. Define F': [0,1) = R by F(t) := Ot% — f'(s)ds and suppose O = 0. Then

Hf(‘]’ ) = (2K, + AF (|7°)) p (5.18)

where A = d*d is the positive Laplacian of the metric p(-,J-).

Proof. Let V be the Levi-Civita connection for the metric p(-, J-). The moment map
equation follows from Theorem once we have identified the three compo-
nents of the general moment map in the present context. The constant c¢ follows from
the Gauss—Bonnet theorem and guarantees that p f(J, 7) takes values in the space of



224 CHAPTER 5. MODULI SPACES OF HOLOMORPHIC DIFFERENTIALS

exact 2-forms.

Step 1.1: wy(V(J,7) AV(J,7)) = 2LUD (15712 - o7[2) p.

For the Levi-Civita connection, it holds V.J = 0 and with Lemma [5.2.8]it follows

4f'(I?)

Wf(vu(J,T),vv(J,T)):— L

wp (VuT, \ T)

for all u,v € Vect(X). Using the relation |89, 7|> — |0,7|> = wp(Vy0,V ,0) for any
u € Vect(X), it follows

(jor]? = 1071) p = wp (VT A VT).
Combining both expressions proves Step 1.1.
Step 1.2: {(u(sr), RY) = 2(f(I7]*) — 1)Kp.

Let p: Xp — s*(2,R) be the moment map calculated in Proposition For
(J,7) € D} (%), this yields a section of ;. € Endo(T%)* defined by

pen(®) = (f (I7) = 1) tr (JO)
for ¥ € Q°(%, Endg(TY)). Step 1.2 follows from this and RY = —KJ ® p.
Step 1.3: dc(Vyy,)) = 2i00f(|7[?).
Since VJ = 0, we obtain
Vauti(r,r)(¥) = Lo f(I717)tr(J D)

for all ¥ € QY(X, Endo(TY)) and u € Vect(X). Let ey, ea = Je; be a local orthonor-
mal frame for TY and write v € Vect(X) as v = vie; + veea. Then

c(Viurn) () = =L, f(IT*)tr(Je} @ v) = Le, f(|7[*)tr(Je; @)
= Le, f(|I71*)v2 = Ley f(|I71*)01
= _'C.]vf<|7—|2)'

Step 3 follows then from the relation d(dgo.J) = 2iddg which holds for every smooth
function g : ¥ — C.

Step 2: Now assume Ot = 0. Then holds Hf(‘]’ 7) = (2K + AF(|7]%)) p.

We work around a point where 7 # 0 and define h := |7|. Since 7 = 0, we have
|Oh| = |7]|07| and hence

0720 = h=|Oh|? = —ﬁéh A Oh. (5.19)
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Next choose holomorphic coordinates and write
p = Adz A dy, 7(2) = g(2)dz"

for some positive function A and a holomorphic function g. The Gaussian curvature
K ; can be computed in these coordinates via

1,
Ky= —5)\ (07 1og(A) + 92 log(N)).
Since f(z) is holomorphic, log(]f(2)|?) is harmonic and we compute
_ 1
d0log(h) = Z(a; +92)log(|f(2)PA™F)2ida A dy

i (92 + 02)log(\) dx A dy

=——i
2
= ikKj\dx A dy.
This shows
Kp= —%&fﬂog(h). (5.20)

Now plug (5.19) and (5.20) into (5.17)) to obtain

p,(J,) = Qi{cllgh) Oh A Oh + Wéa log(h) — 2i00f(h)

— 210 [f(h;ﬂ_lﬁlog(h) P f(h)]
=2Kp + 2i0 Kf]iZ) — f’(h)) 84
= 2Kp+ 2i00F (h)

This proves Step 2 and the theorem, since 2i09F (h) = AF(h)p. O

The moduli space

The space of holomorphic pairs {(J,7) € DL(X)|dr = 0} C DL(X) is a Symp(Z, p)-
invariant complex and hence symplectic submanifold. Theorem [5.2.9] shows that its
Marsden—Weinstein quotient by Ham(X, p) is given by

W0 i= {3 € DD |97 =0, s+ 3AF (o) = | [Ham(z.p

where ¢ = 27(2 — 2genus(X))/vol(X, p).

Define H := Symp, (X, p)/Ham(3, p). Since Ham(X, p) < Symp,(2, p) is a nor-
mal subgroup (see [85], Proposition 10.2) this is indeed a quotient group and the flux
homomorphism yields an identification H = H!(X, p), see Remark It is not
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hard to see that the H-orbits in M #(k) are complex and hence symplectic submani-
folds. The argument is essentially the same as in Lemma It then follows from
Lemma [£.4.9] that the quotient

M) = { (1) € DUE) | By =0, K4 GAF(E) =} /symny(z.0)

carries an induced symplectic structure.

For every Riemannian metric g € Met(2) there exists a unique complex structure
Jg € J(X) which is compatible with ¢ and we define Dy (g) := Di(Jy4, X). It then
follows from standard Moser isotopy arguments that

~ € Met(X), 7 € Di(g) )
My (k) = {(g’T) ‘ or =0, g|T|,] <1, K,+ %kA% (I7?) = ¢ }/Dleo(E)

where the isomorphism is induced by (J,7) — (p(-, J-), 7).

The next proposition provides a simpler model for the moduli space M (k) for
a particular choice of f. In the case k = 2, this choice corresponds precisely to the
hyperkéhler metric.

Theorem 5.2.10. There exists a unique smooth function Fy, : [0,1) — (0, 00) with

—1
te FE() _ ke Fx® 4 (k —1)=0,  F,(0) = log <kk) (5.21)

This is concave, strictly monotone decreasing and satisfies lim;_,1 Fj(t) = 0. Define
fr:[0,1) = [0,1) by

n=-( [ ' Fj(s)s V" ds ) ¢ (5.22)

This is a smooth function with f(0) = 0 and f;, > 0 and therefore defines a symplectic
Jorm wy, on DL(X). For this symplectic form, there is an isomorphism

~ B g € Met(2), 7 € Dr(g) )
Mfk(k) = {(977—) ‘ or =0, ‘Tlg <1, Kg _ %|T|§ — C% Dlﬁ0(2>

induced by the map (J,7) — (P70 p(. J2), 7).

Proof. One checks first that Fj(t) is well-defined, strictly monotone descreasing and
concave. All of this follows by successively applying the implicit function theorem
which we leave to the reader. Next we solve the differential equation

~ fe(®)

Fi(t) = =~ = i), fu0) =0.

The homogeneous equation y'(t) = y(t)/kt has the solution y(t) = ct'/*. Using
variation of constants, we make the ansatz fy(t) = c(t)t'/* for the inhomogeneous
equation. This leads to the formula

fu(t) == — (/Ot F,;(s)sl/kds> k.
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Clearly, fr(0) =0 and f},(t) > 0 are satisfied and we need to argue that fi(1) < 1.
For k = 2 this follows from the explicit formulas

Fy(t)=log (1+vV1—1t), fo(t) =1 -1t

Now assume k > 3. By monotonicity and concavity of Fj, it follows

3 1\ k& k k
— | Fl(s)sY*ds<-F/ (=) —— <2log | —— ) ——.
/0 kls)s™ " ds < k(2>k1_ Og(kl)kl

On the other hand, we have

1
k
—/ Fl(s)s™ 'k ds < 2Y/%log (kl)

and therefore

—/1 uj,(s)s™* ds < 2log (k) _k + 2Y%log <k> < 1.
o k—1)k—1 k-1

The last estimate holds for all £ > 3. We thus have shown that fj : [0,1) — [0,1)
gives rise to a symplectic form wy, on D,lﬁ(Z).
The moduli space M, (k) parametrizes pairs g € Met(X) and 7 € Dy (g) satisfying

—~ 1
or=0, |1|y<1, Kg+§Auk(|T|2) =c.
Define g € Met(X) by g = eFk(|T|2)g. Since F}, is monotone decreasing with lim;_, F(t) =

0, it follows that |7|; < 1 is equivalent to |7|, < 1. The Gaussian curvature transforms
under this conformal change as follows

1
K; = e Fr(Imly) <Kg + ZAguk(h'z)) = ce” Fr(715)

Using |72 = |T‘£27€7ka(|T|2) and 1) this yields

E—1 |72 k-1
T — +
k k
This completes the proof of the theorem. O

2
K%zzcefﬂdh@):(JZEefM%Uﬂ@A%C
k

5.3 Moduli spaces of differentials of mixed order
Let k = (k1, ko, ..., kpn) € L%, be a vector of integers and define

X = {(z,w) € H x C" |Im(2)""|w;|* < 1fori=1,...,n}.

We think of Xy as a subset of (T*H)*1/2 @ --. @ (T*H)*»/2. This induces a natural
action of SL(2,R) which is given by

SL(2,R) x Xk — Xk, < Z Z > (z,w) := <Z§j_s, (cz + d)kw>
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where
(cz + d)*w := ((cz + &) wy, (cz + d)Pwo, . .., (cz + d)™w,) .

The next lemma introduces a particular class of symplectic forms on Xj. Recall from
Lemma that a function f; : [0,1) — [0,1) with f;(0) = 0 and f’ > 0 yields a
symplectic form wy, € Q%(Xy,) on the space

Xy, = {(z,w) eHx C |Im(z)ki

w* <1}.

Lemma 5.3.1 (Symplectic structures). Let @ = (aq,...,ay) € (0,1)™ be a vector
of weights with > i a; =1 and let f= (f1,..., fn) be a tuple of smooth functions
fi:[0,1) = [0,1) with f;(0) =0 and f] > 0. Denote the canonical projections by

mit Xk — X, mi(z, w) == (z,w;).
and define w§ € Q*(Xy) by
n
wy = Zam;‘wfi.
i=1

Then w§ is a symplectic form and restricts to the hyperbolic area form on H x {0}.

Proof. Since each of the wy, is a closed 2-form which restricts to the hyperbolic area
form, it follows that wg is also closed and restricts to the hyperbolic area form on
H x {0}.

It remains to show that wg is non-degenerate. Along the fibres

(Xx), ={weC"|(z,w) € Xy}

the 2-form wg is a product symplectic form and hence non-degenerated. Moreover
there exist unique SL(2, R)-equivariant vector fields V, W € Vect(Xy) with

V({i,w):= (1, 1?111117 1?21112, ce 12wn) € Ti,w) Xk
. . ki ko kn
W(I,W) = (17—2w1,—2w2,...,—2wn> S T(i,W)Xk

along the fibre above i. These span the wg' orthogonal complements of the fibre and
yield a horizontal distribution. Finally, one checks

we(V, W) =1- Zaifi (lwi?) >0
i=1
and hence wy is non-degenerated. O

Lemma 5.3.2. Fiz the symplectic structure w§ € Q*(Xy). The SL(2,R) action on
Xy is then Hamiltonian with moment map

piXe—sFERR), (u(zw), &) = (Z i fi(Tm(z)* w, |?) - 1) t(j(2)¢)
i=1

where j : H — J(R?) is defined by ,
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Proof. The embedding Xy — [[\-, Xy, defined by

(Z,W) = ((val)a (va2)7 RN (van))

is SL(2, R)-equivariant and symplectic with respect to the weighted product symplec-
tic structure (ywy1) @ - - - @ (wy ). The lemma follows thus from Lemma O

Denote by
Dy (R?) := {(J,fyl, v n) | J € T(R?), v € Dy, (J) fori = 1,... ,n}
Then Lemma yields a map
(715> 7m) + Xie = Dic(R?)

whose image contains all tuples with |y;| < 1 for all 4. This yields for the associated
bundle the identification

P(Xy) < End(T%) x S"(T*2®C) x --- x S¥(T*L ® C),

. R . (5.23)

[(Z7 9)7 (Ca 77)] — (0](4)9 79 Vi1 (Ca nl)a BERE) 0 Ykn, (Ca 77n))
for z € 3, a volume preserving frame 6 : R? — 7,3 and ({,m1,...,m,) € Xk. Its
space of sections is then identified with

S(P(Xy)) 2 Di(X) :={(J,71,..., )| J € T(X), i € Dy, (J, %)), || <1}.

The symplectic form we € Q?(Xy) integrates to a symplectic form on D (X) defined
by

we((J, 31, Pa), (T3, 7)) :=/Wf((fﬁu--~,?n)7(f’,?{,---,ﬁ’l))p
P

The next theorem shows that the action of Ham(X, p) on ¥ is Hamiltonian and
calculates a moment map for it.

Theorem 5.3.3.

1. The action of Ham(X, p) on Dj(X) is Hamiltonian with moment map

H?(J, T1y-- .,Tn) = ;aiﬂi(l Tl‘) (524)
where
N 4fi’(|7'i|2) a2 2 (12
) = | S5 (0n —10nP) 20~ fmPKs —2e|p o
+2i00f;(|7]7).

In this formula K; denotes is the Gaussian curvature for the metric p(-,J-)
and all covariant derivatives are induced by its Levi-Civita connection.
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2. Suppose 0y; = 0 for all i. Then

(1) =2Kp+ ) (AaiFi(|7]3) p (5.26)

i=1

where F; : [0,1) — R is defined by

A

Fitl
®:= | T

= fi(t)dt

and A = d*d is the positive Laplacian of the metric p(-,J-).
Proof. The embedding Dy (X) < [\, D} (¥) defined by
(']7 T1y- - 77'") — ((Ja Tl)7 (']7 TQ)a BERE) (‘]7 Tn))

is Symp(X, p)-equivariant and symplectic with respect to the a-weighted product
symplectic structure. The theorem follows thus directly from Theorem [5.2.9 O

After taking the action of Symp, (3, p)/Ham(X, p), this construction gives rise to
a symplectic form on the moduli space

M09 = {1 €D | L an (59 o () =/ SmolE )

5.4 Hitchin’s higher Teichmiiller components

We describe in this section the relation between holomorphic differentials and higher
Teichmiiller components introduced by Hitchin [59]. For a more complete overview
of the subject, we refer to [74], [16].

The Hitchin components

Let G¢ be a complex simple Lie group and let G” be the adjoint group of the split
real form of G¢. Denote by Hom™ (71 (X), G") the space of representations, which act
completely reducible on the Lie algebra of G". Hitchin [59] showed that the moduli
space

£, (D) := Hom™ (1 (), G") /G (5.27)

contains a connected component Hgr(X) homeomorphic to R(2genus()=2) dim(G") e
called this the Teichmiiller component, which by now is often called the Hitchin
component.

There exits a natural inclusion of Teichmiiller space 7 (X) into the Hitchin com-
ponent which relies on the notion of the principle 3-dimensional subgroup introduced
by Kostant [72]. This gives rise to a distinguished inclusion PSL(2,R) — G" and
therefore

T(%) C Rpspizr) (2) = Re- (%) (5.28)

where we view Teichmiiller space as the space of Fuchsian representations (see The-

orem [4.4.13]).
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Parametrizing the Hitchin component by holomorphic differentials

Fix a complex structure J € J(X) and denote the space of holomorphic differentials
of degree k by

Dy (J) := {1 € (T, SHT*L ®; C))|d,;7 =0}

Let p1,...,ps be a basis for the ring of invariant polynomials on the Lie algebra of
G° and denote by m; := deg(p;) their degrees. Hitchin showed that there exists
a parametrization of the Hitchin component Hgr-(2) by the product space of the
bundle of holomorphic differentials of degree m;, i.e.

Har(X) = Dy () © Dy (J) @ -+ © Di ().

The construction of this map uses the theory of Higgs bundles and we will briefly
describe it in the case of G" = PSL(n + 1,R) below. The general case is somewhat
analogue, but requires considerably more Lie theory.

The case G" = PSL(n + 1,R)

The invariant polynomials of sl(n 4+ 1,C) are generated by the coefficients of the
characteristic polynomial

det(tl — &) = t" ™ + po (" + -+ + pps1(§)

(since p1(§) = —tr(§) = 0 for & € sl(n + 1,C)). Since deg(p;) = i, we seek a
parametrization

HpsLnt1,r)(2) ZD2(J) ©D3(J) & -+ & Dnya(J).

One can view the n-fold symmetric power S™(C?) as the space C,[21, 22] of homoge-
neous polynomials of degree n. This has the natural basis 27, z’f_lzg, ..., 2y and is
thus isomorphic to C"T1. The action of SL(2,C) on C? induces an action on S™(C?)
which gives rise to an irreducible representation SL(2,C) — SL(n + 1,C). The cor-
responding inclusion PSL(2,C) < PSL(n + 1, C) agrees with the one obtained from
Kostant’s theory of the principle 3-dimensional subgroup.

Next, choose a holomorphic line bundle L — ¥ with L? = T'Y and define

W=8S"L"'eL)=L"¢---aL"

We view W as holomorphic vector bundle with structure group S* C SL(n+1,C). For
Tk € Di(J) C QY1(, Hom (L™, L"~2k) define the Higgs field ® € Q%(X, Endy(W))
by

0 1 0 0
0 0 1 0
o =
0 0 0 1
Tp4l Tn -+ T2 0

where 1 € QV0(X, L?) = Q19(Z, Hom(L?, Li*2) are canonically defined. Using stan-
dard results on stable Higgs bundles, it is not hard to show that the pair (W, ®) is a
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stable Higgs bundle. It therefore admits an irreducible unitary connection A € A(W)
which is compatible with the holomorphic structure of W and satisfies the equation

Fa+[®@AP*]=0.

A formal consequence of this equation is that B := A 4+ ® 4+ ®* defines an irre-
ducible flat SL(n+ 1, C)-connections. Hitchin showed that this connection has in fact
holonomy in SL(n + 1,R) and hence gives rise to a representation

pa : m(X) = SL(n + 1,R)

which is uniquely determined by the Higgs bundle (W, ®) up to conjugation. The
induced representations in Rpgy, R)(Z) then parametrize the Hitchin component

HpsLn+1,r) () as 7, € Dy(J) varies.

Mapping class group invariant structures

In the representational point of view, the mapping class group appears as the group
of outer automorphism of the fundamental group

MCG(E) 2 Out(r () == Aut(rm (2)(Inn(m (2))

(see T heorem. This group acts naturally on R, (X) and preserves the Hitchin
component. This follows from the fact, that the mapping class group preserves the
Teichmiiller component of Fuchsian representations in Rpg; 5 ) (%) and the inclusion
is mapping class group equivariant.

The parametrization of the Hitchin component

hy:Dmy(J) @Dy (J) @ -+ - ® Dy, (J) = Her (X)

sketched above depends on the choice of a complex structure J € J(X) and does not
yields any mapping class group invariant structures on the Hitchin component.
Now consider the case G" = PSL(n,R) and define

D:={(J,73,....,7) | J € T (%), 7 € Dy(J)} /Diffo().

The parametrizations of Hitchin then combine to a mapping class group equivariant
map

D— HPSL(n,R) (2)7 [J7 T35 7Tn] = h](oa T35, Tn)' (529)

Labourie [75] showed that this map is surjective and conjectured that it is in fact a
homeomorphism. This conjecture has been verified for n = 3 by Labourie [73] and
Loftin [79].

Moreover, using one obtains mapping class group equivariant maps

M?(3a 4a s ,’ﬂ) - 7-lPSL(n,]R)(E)

which are conjecturally embeddings. It would be interesting to understand the push-
forward of the Kéhler structure on Mg (3,4, ...,n) under this map. This gives rise to
mapping class group invariant structures along the image and one might hope that
these structures extend to mapping class group invariant structures on the Hitchin
component, or more generally, they might suggest how such a structure can be ob-
tained.



Chapter 6

The Ricci form and

Calabi—Yau Teichmiiller space

This chapter summarizes joint work with Oscar Garcia—Prada and Dietmar A. Sala-
mon [50]. We show that the Ricci form yields a moment map for the action of the
group of exact volume preserving diffeomorphims on the space of almost complex
structures. This gives rise to an extended Weil-Petersson symplectic form on the
Calabi—Yau Teichmiiller space of isotopy classes of complex structures with real first
Chern class zero and nonempty Kéahler cone. We also discuss variants of the theory
for Kéhler—Einstein pairs which have not been included into our joint paper. The
presentation in this chapter is rather brief and we only sketch the arguments for the
more technical results. Full details can be found in our joint article [50].

6.1 Introduction

Let (M,p) be a closed 2n-dimensional manifold with fixed volume form p. The
space J (M) of almost complex structures on M, compatible with the orientation
determined by p, carries the natural symplectic form defined by

Qp,J(jla j?) = /

y %tr (lej2> P (6.1)

We define the Ricci form Ric,,; € Q%(M) associated to the volume form p and an
almost complex structure J € J (M) by

1 1 1
Ric, j(u,v) := i (Vo) J(VoJ)) + Ftr (JRY (u,v)) + §d/\y (6.2)

for u,v € Vect(M), where V is a torsion free p-connection on M and the 1-form AY
is defined by AY (u) := tr ((VJ)u) for u € Vect(M). The next theorem can be derived
as a special case of Donaldson’s moment map [38] (see Theorem [4.2.4)). However, in
[50] we give a direct and independent proof of this result.

Theorem A (Ricci form). The Ricci form Ric, ; € Q*(M) does not depend on
the choice of the connection V used to define it, represents the cohomology class

233
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2rey (TM, J) and agrees with the usual definition of the Ricci form on Kdhler man-
ifolds. The map J — 2Ric, j satisfies the moment map equation for the action of
the exact volume preserving diffeomorphism group on the space of almost complex
structures.

Proof. See Theorem [6.2.1] O

A useful generalization of the moment map equation involves the 1-form A, €
QYT (M), QY (M)) defined by

Ay (J, J)(u) = tr ((vj)u + ;fJVuJ> (6.3)

for u € Vect(M), where V is a torsion free p-connection on M. The linearisation of
Ric,, ; when varying J in direction J is given by %dAp(J7 J) and we show in Lemma
6.2.5] that

/M AT, J) A (v)p = Qo (J, Ly J) (6.4)

for all v € Vect(M). This setup leads to a new construction of the Weil-Petersson
symplectic form on Calabi—Yau Teichmiiller space

c1(TM,J)=0¢€ H?*(M,R) .
and J admits a Kéhler form Diffo(M). (6.5)

To(M) = {J € Jins (M)

This moduli space has been studied extensively in the polarized cased [64, 90, 98]
and for K3-surfaces, see [44] Chapter 16. The Bogomolov-Tian-Todorov theorem
[11), 111, [113] asserts that To(M) is a smooth manifold. However, it is not Hausdorff
in general [54], 120]. The construction of the Weil-Petersson metric involves three
main steps:

1. The natural inclusion of
To(M, p) :={J € Fint,0(M) |Ric, ; = 0} /Diffy (M, p) (6.6)
into Teichmiiller space To(M) is a bijection.
2. The group Diffy(M, p)/Diff*™ (M, p) acts trivially on
TS (M., p) = Fw.o (M, p) [DIE(M, p). (6.7)

Hence, To(M, p) = T¢*(M, p) embeds into the Marsden—Weinstein quotient of
J (M) and carries a natural closed 2-form.

3. The space of integrable structures Jint (M) C J (M) is not a symplectic subman-
ifold and it is not obvious that the closed 2-form on To(M, p) is non-degenerated.
We give a complete characterization of the kernel of the restriction of the sym-
plectic form which then proves non-degeneracy of the Weil-Petersson symplectic
form.
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The tangent spaces at the space of integrable complex structures are
Ty Tt (M) = ker (05 : Q¥ (M, TM) — Q°*(M,TM)) . (6.8)
If Ric, ; = 0 and d7J = 0 then there exist smooth functions f, ¢ : M — R such that
A (J,J) = —df o J +dg (6.9)

Moreover, for every integrable J € Jin (M) with vanishing real first Chern class and
non-empty Kahler cone, there exists a unique volume form p; with Ric,, ; = 0 and

fM ps=V.

Theorem B (Weil-Petersson symplectic form). The Weil-Petersson symplectic
form on To(M, p) is given by

PN 1 A oa
QJ(J17J2) :/ <2t7”(J1JJ2) —f1g2+f2g1> PJ (610)
M

for J € Tint(M) with vanishing real first Chern class and non-empty Kdhler cone,
J; € QO (M, TM) with dyJ; =0 and f;, g; defined by . This symplectic form is
Diffy (M) equivariant and thus the mapping class group acts on To(M) by symplecto-
morphism.

Proof. See Theorem [6.3.5] O

The Weil-Petersson symplectic form on Teichmiiller spaces gives rise to a symplec-
tic connection on the bundle & (M) of isotopy classes of Ricci-flat Kéhler structures
over the space By(M) of symplectic forms with vanishing first Chern class.

Theorem C (A symplectic connection). The projection E(M) — Bo(M) is a
submersion and for every Ricci flat Kabhler structure (w, J) on M and for every closed
2-form &, there exists a unique element J = A, j(&) € Qg’l(M7 TM) satisfying

Q(J,J) =0 forall J € Q% (M, TM) with 3;J' =0 and J' = (J')*

and the tangency conditions

A

05T =0, A(J,J)=—d(@,w)od, &) =& J)=((J=J*),-).

This connection is Diffy(M)-equivariant and satisfies A, j(di(v)w) = LyJ for all
v € Vect(M) with du(Jv)p =

Proof. See Theorem [6.3.6] O

The final section discusses variants of the theory for Kéhler-Einstein manifolds
which have not been included into our joint paper. Fix a volume form p € Q27(M)
and cohomology classes a,c € H?(M) such that 2mc = ka for some k € R. Denote by
Sa(M, p) C Q2(M) the space of symplectic forms on M with volume form w™/n! = p
and denote by J.(M) the space of almost complex structures with ¢, (T'M,J) = c.
We call a € H*(M,R) a Lefschetz class when -Ua™"! : HY(M,R) — H?*"~1(M,R) is
an isomorphism. By the hard Lefschetz theorem, every Kéahler class is Lefschetz. The
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converse is not true in general, see [123] [45] [84] and the references therein. We show
that under this assumptions S, (M, p) is a symplectic manifold with the Lefschetz
symplectic form

wnfl

Qu,(01,09) := MAMA ——

sonin) = [ N nden 2

for w € S, (M, p) and exact 2-forms & € Q?(M) with ©Aw" ™! = 0, where \; € Q'(M)

satisfy d\; = & and A\; Aw™ ! is exact. The motivation for this symplectic form comes
from a moment map description of the equation w™/n! = p.

(6.11)

Theorem D (K#hler—Einstein pairs). The action of Diff** (M, p) on the product
space J.(M) x Sa(M, p) is Hamiltonian for the product symplectic form
n—1

(n—1)!

A A 1 PN
QJ,W((Jl,(Iq), (J27(:12)) = / itr (.]1JJ2) P — 2%)\1 A )\2 A (6.12)

M

where \; € QY (M) satisfy d\; = & and \; Aw" ™! is evact. A moment map for this
action is given by p: Jo(M) x So(M, p) — Q2,(M) defined by

p(J,w) = 2(Ricy, 7 — kw). (6.13)
Proof. See Theorem [6.4.3] O

This leads to a Weil-Petersson metric on the Teichmiiller space of Kéhler—Einstein
manifolds with a fixed symplectic form w € S,(M). Although this yields a new
perspective on the subject, the symplectic form has been studied extensively, see
I71], 98, [105].

6.2 The Ricci form

6.2.1 Linear complex structures

Denote the space of linear complex structures on R?” which are compatible with the
standard orientation by

J(R*™) := {J € SL(2n,R) | J* = —1}. (6.14)

The group SL(2n,R) acts transitively on J(R?") by conjugation. Since every J €
J(R?") has trace zero, one can view J(R?") C sl(2n,R) as an adjoint orbit. It
follows from this setup that J(R?") carries a canonical symplectic form for which the
SL(2n,R) action is Hamiltonian. More explicitly, the tangent space at J € J(R*")
is given by

T5(R?") = {j e R | 1] 4 JJ =0} = {[€, ]| € € sl(2n, R) } . (6.15)
and the symplectic form 7 € Q?(J(R?*")) is defined by

(s d) = %tr (71702) = —tr (60, €:17) (6.16)
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for & € sl(2n,R) and J; = €, J]. The symplectic from 7 is of type (1,1) with
respect to the complex structure J — —JJ. The corresponding symmetric form is
indefinite and thus turns J(R?") into a pseudo-Kihler manifold. It follows from the
general setup that the SL(2n, R) action on J (R?") is Hamiltonian with moment map
p J(R2) — sl(2n, R)* defined by

(u(J), &) := —tr (J€) for & € sl(2n,R). (6.17)

6.2.2 The Ricci form as a moment map

Let (M, p) be a closed oriented 2n-dimensional manifold and let P — M denote its
SL(2n,R) frame bundle. The space of sections of the associated bundle P xgr(2n r)
J (R?") admits a canonical identification with the space of almost complex structures

J? = —1 and J is compatible
— 0
J (M) = {J € (M, End(TM)) ‘ with the orientation of M } ' (6.18)
This is a symplectic submanifold with the induced symplectic form
PN 1 A oA
QJ,p(Jl, J2) = */ tr (JlJJ2> P (619)
2J/m

for Jy,J, € Qg’l(M ,TM). We are now in the general framework considered by
Donaldson [38] and the next theorem can be obtained as a special case of Theorem
In [50] we give a direct and independent proof of this result.

Theorem 6.2.1 (The Ricci form). Define Ric, ; € Q2(M) by (6.9).

1. Ric, j € Q*(M) is closed and independent of the torsion free p-connection ¥V
used to defined. It satisfies the naturality condition

Ricg«p g7 = ¢" Ric, 7, for all ¢ € Diff(M) (6.20)

and the scaling property
1
Ric,s,,; = Ricy; + id(df oJ), for all f € Q°(M). (6.21)

2. The map J — 2Ric, j satisfies the moment map equation for the action of
the group Diff**(M, p) of exact volume preserving diffeomorphism on the space
J(M).

Remark 6.2.2. The Ricci form is only in the Calabi—Yau case a honest moment
map. Otherwise it takes values in the space of closed 2-forms, which is not quite
the dual space of the space of exact divergence free vector fields. Nevertheless, the
moment map equation for the Ricci form is well-posed and satisfied in every case, see
Remark

Proof. Tt can be deduced from Donaldson’s moment map in Theorem[4.2.4]that Ric,,
is closed, independent of the connection V used to define it and satisfies the moment
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map equation, see Theorem In [50] we give direct arguments for all these
properties without invoking Theorem

follows easily from , once we know that it is independent of the con-
nection V. Equation is equivalent to

d

21 Ricy,.s = d(d(p/p) o )

dt|,_q .
for any smooth path ¢t — p; of positive volume forms with pg = p and 9;|i—opr = p-
This equation can be shown by a direct computation which we leave to the reader. [J

Now suppose w € Q%(M) is a closed 2-form compatible with .J such that w"/n! =
p. Let V be the Levi-Civita connection of the Riemannian metric w(-, J-) and define
V:i=V-— %J VJ. One can check that V preserves p, J and the metric. Moreover,
the Ricci form of (p, J) is given by Ric, ; = $tr(JRV). It follows from this that
coincides with the usual definition of the Ricci form in the Kahler setting and Ric, s
represents the cohomology class 2mey (T M, J).

Theorem 6.2.3. Let (M, J,w) be a 2n-dimensional Kdhler manifold and define p :=
w02 (M).

n!

1. There ezists a diffeomorphism ¢ € Diffy(M) such that Ric, ¢-; = 0 if and only
if c1(TM,J) =0.

2. Let ¢ : M — M be an orientation preserving diffeomorphism. If Ricy 4= =
Ric, 5, then ¢*p = p.

Proof. Suppose first ¢q (T'M, J) = 0. Then Ric,_ s is exact and there exists a function

f with
1
d(df o J) = S Ricy., / e_fp:/ p.
M M

By Moser isotopy, there exists ¢ € Diffy(M) with ¢*(e=7p) = p and it follows with

(6-20) and (6.21) that
1
RiCp7¢*J = RiC(b*(e—fp)’d)*J = qﬁ*RiCe—pr = (ﬁ* (RiCP,J - id(df o J)) =0.

This proves the first part. For the second part assume Ric, 4«; = Ric, ; = 0 and

define f by ¢.p = e~fp. Then follows with (6.20) and (6.21])
1
id(df oJ) = Ric, s — Ric,-s, ; = —Ricg, .7 = —¢sRic, -7 =0

Thus f is constant and [,,e~/p = [}, p then yields f = 0. O

Remark 6.2.4 (Bott—Chern cohomology). The Ké&hler assumption in the pre-
vious theorem was made for convenience. One can show for any integrable complex
structure J that Ric, ; represents the first Bott—Chern class of the holomorphic tan-

gent bundle in HL(M,J) = (kerdm QlJ’l(M)> J{d(df o.T)| f € Q°(M)}. Then
there exists a diffeomorphism ¢ with Ric, 47 = 0 if and only if the first Bott—Chern
class of (T'M, J) vanishes.
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Theorem [6.2.3| implies that Teichmiiller space admits the description
To(M) = To(M, p) := {J € Tint,0(M) | Ric, ; = 0} /Diffo(M, p). (6.22)

For this we used Diffy (M, p) = Diffy(M)NDiftf(M, p) which follows from a parametrized
version of Moser isotopy.

6.2.3 The 1-form A,(J,.J)

Define the 1-form A, € Q' (J (M), Q*(M)) by (6.3). One can check that the lineari-
sation of Ric, s, when varying J in direction J, is given

A

— 1 ~
Ric, (7, J) = 5dA,(J. J). (6.23)

The next lemma can thus be view as generalization of the moment map equation.

Lemma 6.2.5. The 1-form A, € QY(J(M),Q(M)) does not depend on the torsion
free p-connection V used to define it, satisfies the naturality condition

Ag=p (9" J, 0% J) = ¢* A, (J, J), for all ¢ € Diff(M) (6.24)

and the generalized moment map equation
/ A, (J, j)/\L(v)p:QJyp(JA,CvJ) (6.25)
M

for every v € Vect(M) and J € Q?,’l(M, TM).

Proof. We prove (6.25). This equation implies in turn that A, is indeed independent
of the connection V used to defined. Using

(LyJ)u=JVuv—V v+ (VyJ)u
for u,v € Vect(M), we obtain
tr (jJL,,J) = tr (—jw — JIV v+ jJV,,J) —tr (—2JW + ijvJ)
and thus
Ay (], J)(v) = tr ((Vj)v + ;jJVUJ) = tr (V(jv) — JVu + ;jJVvJ)

= tr (V(jv)) + %tr (jJL‘,vJ)

for every v € Vect(M). Since tr (V(jv)) p = du(Jv)p is exact, it follows

/M AT, F) A () = /M A, ) (w)p = % /M  (JIL.T) p = Q] L0)

and this completes the proof of the lemma. O
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6.2.4 Scalar curvature
Let w € Q2(M) be a symplectic form with “n—T = p and denote by
J(M,w):={J € TJ(M) |J is compatible with w} (6.26)

the space of compatible complex structures. The scalar curvature of the pair (J,w)
is defined by

2Ric, g Aw" 1/ (n —1)!
w™/n!

Sy.7 = 2(Ric, j,w) = € Q°(M). (6.27)

As a Corollary of Theorem [6.2.1] we then obtain the following well-known theorem
of Quillen, Fujiki [48] and Donaldson [34].

Corollary 6.2.6 (Donaldson—Fujiki—Quillen). The map J — S, ; is a moment
map for the action of Ham(M,w) on J(M,w).

Proof. Define vy € Vect(M) by ¢(vg)w = dH. Then t(vg)p :=d <H o= 1),) and it
follows from Theorem that the differential of the map

n—l

(n— 1!

is given by J — ijp(j, L,J). This proves the Corollary. O

Ji—)/ S H S :/ Micy s A H o
M n.

6.3 The Weil-Petersson symplectic form

We establish first some important properties for Ricci-flat Kéhler manifolds and then
uses these to investigate the subsubspace Jini,0(M) C J(M) of integrable complex
structures with non-empty Kéhler cone and vanishing real first Chern class. The
restriction of the symplectic form t0 Jint,0(M) is not symplectic and we com-
pletely characterize its kernel in Proposition [6.3.3] After this preparatory work, we
derive an explicit formula for the Weil-Petersson symplectic form on Teichmiiller
space in Theorem We briefly indicate how this gives rise to a symplectic con-
nection on the space of isotopy classes of Ricci flat Kéhler structures in Theorem
0.0.0!

6.3.1 Ricci-flat Kiahler manifolds

For v € Vect(M) define f, € Q°(M) by f,p = di(v)p. The starting point for our
discussion is the identity

A,(J, Ly J) = 2u(v)Ricy, ; — df, o J +df 5, (6.28)

which holds for every integrable complex structure J € Jin (M) and v € Vect(M).
Our derivation of this identity in [50] goes by a lengthy computation which we omit
here. We also need the following technical lemma.
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Lemma 6.3.1. Let (M, J,w) be a 2n-dimensional closed Kdihler manifold with p :=
% and let v € Vect(M). Then the following holds

1. L,J € Q%(M, End(TM)) is self-adjoint if and only if di(v)w € Q}l(M)
2. 1(JOLT)w = A, (J, ).
3. v(v)w is harmonic if and only if du(v)w = di(Jv)w = 0.
Proof. Define & = di(v)w. From the identity
Ou,u') — @(Ju, Ju') = (Lo J)u — (LyJ) u,u’)

we see that £,.J € Q9(M,End(TM)) is self-adjoint if and only if di(v)w is of type
(1,1) and this proves the first part. -
For the second part, note first that £,.J = 2J(0,v). By (6.25) we then have

/Ap(J,j)/\L(’U)pzl/ tr(jJEUJ>p:—<f*,5Jv>
M 2 Sy
z/ w(Jé}j*,U)p:/ L(JO5TH)w A L(v)p
M M

for all v € Vect(M) and this proves the second part.
We prove the third part. For every 1-form A € Q'(M) it holds

wnfl

*)\:—)\OJ/\(n_l)!.

(6.29)

and hence #(v)w = t(Jv)p. Therefore, di(v)w = die(Jv)w = 0 implies that ¢(v)w
is harmonic. Assume conversely that ¢(v)w is harmonic. Then di(v)w = 0 and
di(Jv)p = 0 by . Hence L,J is self-adjoint, by the first part of the lemma.
Since Lj,J = JL,J is also self-adjoint, di(Jv)w is an exact (1,1) form and there
exists f € QO(M) with du(Jv)w = d(df o J) and

wn—l

(n—1)!

d(df o J) A =du(Jv)p = 0.

By (6.29) it follows that d*df = 0. Hence f is constant and di(Jv)w = 0. This
complete the proof of the lemma. O

Proposition 6.3.2. Let (M, J,w) be a 2n-dimensional closed Kéahler manifold with
p:= %7 and Ric, j = 0.

1. Let v € Vect(M). Then L,J =0 if and only if 1(v)w is harmonic.

2. Let J € QOJ’I(M, TM) with dyJ = 0. Then there exist unique smooth functions
f,9: M — R such that

M) ==drod+do. [ go= [ gp=0 (6.30)
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Proof. Assume first that ¢(v)w is harmonic. Then L, J is self-adjoint by Lemmam
and (6.28)) yields

U F38y0)w = —%L(JéjﬁvJ)w - —%AP(J, L) = 0.

Hence d;v = 0 and so £,J = 0. Assume conversely £,J = 0. Then follows from
that f, = f7, =0 and by d* t(v)w = diu(Jv)p = 0. Moreover, it follows
Lemma that di(v)w is an exact (1,1)-form and hence there exists f € Q°(M)
with d(df o J) = diu(v)w. Since d(df o J) Aw™™! = 0, it follows from that
d*df = 0. Hence f is constant and di(v)w = 0. This completes the proof of the first
part.

For the second part, we show first that

apf=0, #J=0 =  A,(J,J)=0. (6.31)

For this define v := 9%.J* € Vect(M). By Lemma it follows ¢(v)w = —A,(J, JJ).
The holomorphic Poincaré lemma and show then that di(v)w is an exact
(1,1)-form. Using Lemma again, it follows that £,J is self-adjoint. Hence
9,0%5(J* — J) = dyv is also self-adjoint and therefore

0= (2,05(J* = J), (J* = T))p2 = (95(J" = J),05(J* = )2 = 1103772
This shows 5jj* = 0 and hence A,(J, f) = 0 by Lemma m This completes the

proof of (6.31]). o
Now let J € Q?,’l(M, TM) with 9;J = 0 be given and choose v € Vect(M) such

that 9%(J — £,J) = 0. Then follows from (6.31) that A,(J,J) = A,(J,L,J) and
(6.30) follows from (6.28]) with f = f, and g = f,. O

6.3.2 The space of integrable complex structures

Denote by Jint (M) the space of integrable complex structures which are compatible
with the orientation of M. The Newlander—Nierenberg theorem shows that an almost
complex structure is integrable if and only if the Nijenhuis tensor Ny (u,v) := [u,v] +
J[Ju,v] + J[u, Jv] — [Ju, Jv] vanishes. Differentiating this conditions yields

T T (M) = {j € Q0N (M, TM)|8,J = o} . (6.32)

In the next proposition we assume that J € Jin (M) admits a Ricci-flat Kéhler
form. We show that T;Jin(M) C Ty J (M) is not a symplectic subspace and more
precisely the kernel of the restriction of the symplectic form €, ; defined by
to Ty Jint (M) is the space {L,J | di(v)p = di(Jv)p = 0}.

Proposition 6.3.3. Let (M, J,w) be a 2n-dimensional closed Kihler manifold. De-
fine p := erT and assume that Ric, ; = 0. Let J € Q®Y(M,TM) with 8;J = 0 be
given. Then

Qs,(J,J)=0  forall J' € Q¥ (M, TM) with 8;J" =0

if and only if J = L,J for some v € Vect(M) with du(v)p = du(Jv)p = 0.
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Proof. Let v € Vect(M) with du(v)p = di(Jv)p = 0 and let J € QY (M, TM) with
05J = 0. With f,g: M — R defined by 1D it follows from 1’ that

Qs (J, Ly J) = /

M3 D) Niyp = [ (=df 0T+ dg) nelw)p
M

M

= / fdu(Jv)p — gdi(v)p = 0.
M

This shows that £,.J is in the kernel of 2, ; restricted to Ty Jint(M). Conversely, let
J € Q%(M, TM) be given with 8;.J = 0 and Q;(J, J') = 0 for all J' € Q%' (M, TM)
with 9;.J' = 0. Choose v € Vect(M) with 8%(J — £,J) = 0. Then d;(J — L,J)* =0
by Lemma below. Hence there exists a 2-form o € Qg’Q(M, TM) with 9%0 =
(J—L,J)*. Tt follows 9;9%0 = 0 and hence %0 = 0. This shows J = £,.J. Moreover,
yields

Qs (Lod, Lod) = /M (2Ric,. (1 0) + fufso — frufo) p (6.33)

for all u € Vect(M). Since Ric, ; = 0, (6.33)) vanishes for all u € Vect(M) if and only
if f, = f7» = 0. This completes the proof of the proposition. ]

Lemma 6.3.4. Let (M, J,w) be a closed 2n-dimensional Kdhler manifold. Define
pi= "Jn—T and assume that Ric, ; = 0. Let J € Q%' (M, TM) such that d;J = 0 and
9%J = 0. Then 8;J* =0 and 9%J* = 0.

Sketch of proof: The proof is inspired by [40]. Choose a hermitian line bundle L — M
with ¢1(L) = ¢1(T'M, J), a Hermitian connection Vj,, and an n-form 6 € Qg’”(M, L)
which satisfies V260 = 0 and ¢, (6 A 0) = p where ¢, = 1 if n is even and ¢, = —i
when n is odd. Now there exists for every J € Q?,’l(M, TM) a unique 3 = f; €
QZ_I’I(M, L) satistying

iv(u)B — 1(Ju)B = 1(Ju)d for all u € Vect(X). (6.34)

Then one can show that
5 =0 — BY*)*B=0
;0 =0 — Y B=0
and Ric, ; = iFV+. Thus Ric,; = 0, d;J = 0 and 9%5J = 0 imply iFV: = 0,
dY*B =0 and (3Y*)*B = 0. It now follows from the Akizuki-Nakano theorem (see
[29], Chapter VII) that
(BYX) Y B+ Y (9T ) B = (BY*) DY B+ Y (DY +) B = 0.

This shows (0Y*)*8 = 0 and 8y * 3 = 0 and therefore (0Y*)*(+3) = 0 and d}* () =

0. Since iv(u) * B — o(Ju) x 8 = fan(j*y)GA it follows that 3 corresponds to J* up
to the factor —c,. Hence 9;J* = 0 and 05J* = 0 and this completes the proof. [J
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6.3.3 The Weil-Petersson symplectic form

Denote the space of integrable complex structures on M with vanishing real first
Chern class and nonempty Kéahler cone by

e1(TM,J) =0 € H*(M,R) }

and J admits a Kéhler form (6.35)

Teo(M) = {J € Fun(M)

Fix a volume form p € Q?*(M) and denote the space of Ricci-flat complex structures

by

Tint,0(M, p) :={J € Fint,0(M)|Ric, ; =0}. (6.36)

The inclusion Jint,0(M, p) C Jint,0(M) yields a bijection between the spaces
To(M) := Fint,0(M)/Diffo(M) (6.37)
%(Ma P) = t7int7O(M7 p)/lefO(Ma p) (638)

by Theorem It follows from Theorem and (6.20) that for every J €

Jint.0(M) there exists a unique volume form p; € Q2"(M) such that

Ric,, ;=0 and /pJ:V:/ p- (6.39)
M M

By Yau's theorem [124} [125], there exists a Kéhler form w € Q2(M) with 1 = p;.
Hence we are in position to apply the various results on Ricci-flat Kéhler manifolds.
By Propositon Diffy(M, p)/Diff> (M, p) acts trivially on

TeX(M, p) i= Fint.o(M, p) /DI (M, p). (6.40)

Therefore, by Theorem|[6.2.1] 75 (M) = T (M, p) embeds into the Marsden—Weinstein
quotient of J (M) by Diff** (M, p). The symplectic form on this quotient is obtained
by restriction of the symplectic form €2, defined by . It follows from Proposi-
tion [6-3.3] that this yields a non-degenerated symplectic form on Teichmiiller space.

Theorem 6.3.5 (The Weil-Petersson symplectic form). Let M be a closed
connected orientend 2n-dimensional manifold and fix V> 0. For a complex structure
J € Timo(M) define py € Q**(M) by . For Ji, Jy € Q%' (M, TM) with 8;J; =
0 define fi,g; : M — R as in Proposition[6.5.34 The Weil-Petersson symplectic form
on To(M) is then given by

. 1 /. .
Q5(J1,J2) = / (2t7“ (J1JJ2> — fi1g2 + f291) P (6.41)
M

This symplectic form is Diffy(M) equivariant and thus the mapping class group acts
on To(M) by symplectomorphism.

Proof. Tt follows from (6.20)) and (6.24)) that the Weil-Petersson form (6.41)) is Diffo (M)-

equivariant. We show next that it is descends to the quotient

_ (Je Q%" d,0 =0}
{L,J|v e Vect(M)}"

T To(M) (6.42)
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By equivariance, we may assume in the following that Ric, y = 0 and p = p;. Then

follows from (|6.28))

Ay(J, Lo J) = —df, 0 J + df sy (6.43)

for every v € Vect(M), where f,p = du(v)p and fr,p = du(Jv)p. Now let J €
Qf)]’l(M, TM) be given and define f,g: M — R as in Proposition Then follows

from (6.25)

Qs(J, L) = /M A (T, J) A (v)p — gdu(v)p + fdu(Jv)p

= /M —df (Jv) +dg(v)p+dg A t(v)p —df AN (Jv)p=0

Hence (6.41)) descends to a well-defined 2-form on the quotient space T7;7o(M).
It follows from Proposition [6.3.3] that it is non-degenerated. Finally, consider the
quotient

_ {Je %" 8,J =0, Ric,(J,J) =0}
TinTo(M, p) = {L,J |v € Vect(M) with du(v)p = 0} (6.44)

where ]TBZ:,,(J, J) is the linearization of Ric,, s, when varying J in direction J. It

follows from (6.23]) and (6.43)) that

A A 1 A A
QJ(Jl,Jg) Z/ itl‘ (J1JJ2>[)

M
for J; € Qg’l(M, TM) with 8;J = 0 and EEP(J, J) = 0. Hence the Weil-Petersson
symplectic form (6.41)) corresponds on To(M, p) to the canonical symplectic form on
the Marsden—Weinstein quotient and it is therefore closed. O

Let w € Q?(M) be a symplectic form with vanishing real first Chern. Define

Tint,o(M,w) :={J € Fint,o(M)|J is compatible with w}

T(M,w) := Fins.0(M,w)/ (Diffg(M) N Symp(M, w)) (6.45)

Then 7(M,w) C To(M) embeds as a complex submanifold with respect to the com-
plex structure J — —JJ. The Weil-Petersson symplectic form restrics to a Kéhler
form along 7 (M,w) and the symmetric form

<j1, j2> = /M <;t1‘ (jljZ) — fifa — 9192) P (6.46)

is positive definite on 7} ;7 (M, w) and negative definite on its symplectic complement
in TiT(M).
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6.3.4 A symplectic connection

Denote by So(M) C Q2(M) the space of symplectic forms on M with vanishing first
Chern class which admit an integrable compatible complex structure. Define

. we S(M), J € T (M), )
Eo(M) := {(w’ J) ’ J compatible with w and Ric,, ; =0 Diffo (M) (6.47)

and
Bo(M) := So(M) /Diffy(M). (6.48)

Then & (M) and By (M) are finite dimensional manifolds and the canonical projection
Eo(M) — Bo(M) is a surjective submersion. The fibre over [w] € Bo(M) is the Te-
ichmiiller space To(M,w) defined by . Hence the pullback of the Weil-Petersson
symplectic form defines a closed 2-form on £y (M) which is non-degenerated along the
fibres. Such a 2-form defines a symplectic connection on the fibration. The horizontal
subspaces of this connection are defined as the symplectic complements of the vertical
subspaces along the fibres. This can be described by a Diffy (M )-equivariant family
of 1-forms

Ay QM) — Q% (M, TM) (6.49)

where Q2 (M) denotes the space of closed 2-forms on M. The horizontal lift of
@] € Ti)Bo(M) is then given by [(&, A, s (@)] € Tju,nE0(M).

Theorem 6.3.6 (A symplectic connection). Let (w,J) be a Ricci-flat Kihler
structure on M. For every closed 2-form &, there exists a unique element J =
Au (@) € QYN (M, TM) satisfying

Q;(J,J)=0  forall J € Q% (M, TM) with ;' =0 and J' = (J')*
and the tangency conditions
5Jj:07 AP(‘]’ j) :—d<@,w>OJ, O/:)(,>_(:)(J,J) = <(j_j*)7>

This connection is Diffy(M)-equivariant and satisfies A, j(di(v)w) = LyJ for all
v € Vect(M) with du(Jv)p = 0.

Proof. We omit the proof. We give a complete proof of this theorem, including a
calculation of the curvature of this connection, in [50] Theorem 4.3. O

6.4 Kahler—Einstein manifolds

Let (M, p) be a 2n-dimensional closed oriented manifold with volume form p. For
a € H*(M,R) denote by

Su(M, p) = {w € Q2(M) ‘dw —0, W —a, %T - p} (6.50)
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the space of symplectic forms in the cohomology class of a with volume form p. Let
c € H?(M,R) with 2mc = ka for some k € R and denote by

JAM) = {J € T(M)|c1(TM,J) = c} (6.51)

the space of almost complex structures with first Chern class c¢. Ultimately one is
interested in the subspace of compatible pairs (J,w) which implies the additional
constraint ¢;(w) = ¢. It is convenient for our discussion and for the derivation of the
moment map equation to omit this assumption in the general setup. The Kéhler—
Einstein equation for (J,w) € J.(M) x S.(M, p) is given by

Ricy, s — kw = 0. (6.52)

The goal of this section is to provide a moment map description for the Kéhler—
Einstein equation. We call a € H%(M, R) a Lefschetz class when -Ua" "' : H(M,R) —
H?"=1(M,R) is an isomorphism. The starting point is a moment map description for
the volume constraint “7’1—7, =pin Proposition This gives rise to a natural sym-
plectic structure on S, (M, p) when a is Lefschetz class. The left-hand side of
yields then a moment map for the action of Diff** (M, p) on J.(M) x S,(M, p) for a
suitably weighted product symplectic form. This leads to a Weil-Petersson metric
on the Teichmiiller space of Kéhler—Einstein manifolds with a fixed symplectic form

w e S (M).

6.4.1 The volume form as moment map

Assume first that a € H?(M,27Z) and let P — M be a principal S' bundle with
271 (P) = a. Denote by

Asymp(P) := {A € A(P)| (iFa)" # 0} (6.53)

the space of S'-connections on P with symplectic curvature. The next proposition
shows that the volume form (l}:ﬁ)

gauge group.

provides a moment map for the action of the

Proposition 6.4.1 (The volume form as moment map). The 2-form

~

. R R iF n—1
Qu(Ar, As) ;:/ Ay Ay o )
M

—_— 6.54

(n—1)! (6:54)
is a symplectic form Agymp(P). The action of the gauge group G(P) on Agymp(P) is
Hamiltonian with respect to this symplectic structure with moment map

(u(A),€) = / Im(e)EA)” (6.55)

for all A € Agymp(P) and & € Q°(M, 4R).
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Proof. The exterior differential of (6.54)) is given by Cartan’s formula as

N N N N R N 'F n—2
() a(Ar, A, As) = / Ay Ay pdidy p GFA"
M (TL— 2)!

N N R il n—2

+/ AsAAlAdiAQA%

M (n—2)!

N N R F n—2

+ Al/\AQ/\diAg/\%

M (n—2)!

. R R R (iFA)”*z
=if d{AANAINA3) N —— =0
/M < Lo 3) (n—2)!

Hence ((6.54) defines a closed 2-form and it is clearly non-degenerated, since (iF4)™ #
0. This proves that (6.54) defines indeed a symplectic form on Agymp(P). Next,
differentiating the moment map equation yields

R R (iFA)n—l R (iFA)n—l R
du(A)A, &) = EdAN ———— = —dENAN———— =Qq(—dEA).
AL = [ AN T TSI

This completes the proof of the proposition, since —d¢ is the infinitesimal action of
A for the left action of the gauge group. O

We call a = [w] € H?(M,R) a Lefschetz class when a™ # 0 and
Lt HY (M) — H*™ Y(M), [N+ [NUa" ' =AAw™ (6.56)

is an isomorphism. The hard Lefschetz theorem asserts that every Ké&hler class is
Lefschetz, while the opposite is generally not true (see [123} 45, [84] and the references
therein). The Lefschetz condition is needed in order to obtain a symplectic form of
the space S, (M, p): By Proposition it follows that

(iFa)" :p}/g(p) (6.57)

n!

M = {A € Agymp(M)

is a Marsden—Weinstein quotient for the action of the gauge group and thus carries a
natural symplectic structure induced by (6.54]). This fibres over the space S,(M, p)
of symplectic forms where the projection map is defined by

T M — Sa (M, p), m([A]) = iF4. (6.58)
The tangent spaces of M and S, (M, p) are given by

{A € QY(M,iR) |dA A F7~' =0}
TiagM = :
{d€ | € QO(M,iR)}
T,Su(M, p) == {& € Q*(M) | & is exact, & Aw" ™ = 0}. (6.60)

(6.59)

and the derivative of (6.58)) is

dr([A]) : TaM = Tip,Su(M, p),  dr([A])[A] = idA
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Hence, the fibres p~1(w) = H*(M,iR) are symplectic submanifolds of M if and only
if a is a Lefschetz class. Under this assumption, the symplectic form on M induces a
natural symplectic form on S, (M, p) which we describe in the next lemma. It turns
out that the formula for the Lefschetz symplectic form remains well-defined for any
Lefschetz class a and does not require rationality.

Lemma 6.4.2 (The Lefschetz symplectic form). Suppose a € H*(M,R) is a
Lefschetz class.

1. Let w € S4(M,p) and & € Q*(M) be eract with & A w™™ 1 = 0. Then there
exists X € QY (M) such that

AN = and AAW" L is exact. (6.61)
If A1, Mo € QY(M) are two solutions of , then A1 — \g is exact.
2. The Lefschetz symplectic form on S,(M, p) is defined by

wn—l

(n—1)!

Qw(wl,ag) = / A1 A A A (662)
M

~ 2 A n—1 __ ] 1
a I 7 7 - Y (2
forw € S§,(M, p) and &; € Q*(M) exact with &; Aw 0, where \; € QY (M)

satisfy .

Proof. Let @ = d)\g € Q?(M) be an exact 2-form with @ Aw™! = 0. Then 7:= X\ A

w"~ 1 is closed and surjectivity of (6.56) implies that there exists a closed A\; € Q(M)

such that 7 — A\; Aw™ ! is exact. Hence \ := \g — A; satisfies (6.61)). Injectivity of

(6.56)) shows that any two solutions of (6.61)) differ by an exact 1-form. This proves
the first part.

Suppose A € Q' (M) satisfies (6.61)) and let f € Q°(M). Then
p ) wnfl i\ wnfl
ANAN = — A N———=0
RS e Ry MRS e

shows that (6.62)) is well-defined. Its exterior differential is given by

n—2

(dQ)w(d)l,d}27(:)3) == /M )\2 A\ )\3 /\(Ijl A m

n—2

(n—2)!
(n —2)!

wn—2

(n—2)!

+/ A3 AL A@a A
M

+/ A1 A A Aws A
M

:/d()\l/\)\g/\)\g,)/\ 0
M

and hence (6.62) is closed. Finally, let A € Q' (M) satisfy (6.61)) and suppose

n—1
/ AAN A (w 0~ 0  forall N € Q' (M) satisfying (6.61)).
M n — :
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It follows from linear algebra that every (2n — 1)-form on M can be written as
N’ A w1 and therefore

/ AAD =0 for all exact n € Q*"~1(M).
M

This implies that A is closed and thus (6.62)) is non-degenerated. O

We thus have shown that the space of symplectic forms S, (M, p) is a symplectic
manifold. This is the main ingredient for the moment map interpretation of the
Kéhler-Einstein equations in the next subsection.

6.4.2 The Kihler—Einstein condition as moment map

Let ¢ € H?(M,R) with 27c = ka for some x € R and define J.(M) by (6.51). Equip
the product space J.(M) x S,(M, p) with the symplectic form

n—1

(n—1)!

. A 1 /. .
Qs ((Jl,wl), (Jl,w1)> - / tr (JlJJQ) p— 26A1 A da A (6.63)
M 2

where \; € Q' (M) satisfy (6.61]).

Theorem 6.4.3 (Kdhler—Einstein pairs). Let a € H*(M,R) be a Lefschetz class,
such that is an isomorphism. Let k € R and ¢ € H*(M,R) with 2rc = ka.
Then the action of Diff** (M, p) on J.(M) x S,(M, p) is Hamiltonian with respect to

and with moment map
w: Jo(M) x So(M, p) — Q2 (M), w(J,w) =2 (Ricy, j — kw) . (6.64)

This map is equivariant and takes values in the space of exact 2-forms. For every
v € Vect(M) and o, € Q2" =2(M) with do., = 1(v)p is holds

9, /M 2 (Ricy., — Keot) A e = Q, o, (B0t Dor), (Lodisdi(w)r)) (665
for every smooth path R — Sy (M, p) X J(M), t — (Ji,we).
Proof. For (J,w) € Je(M) x Sa(M, p), it holds
[Ric, ; — kw] = 2mc — ka = 0 € H*(M,R)
and hence pu(J,w) is exact. Equivariance of u(J,w) follows from . Next, let
v € Vect(M) and «, € Q*"~2(M) with da, = 1(v)p be given. For w € S, (M, p) and

@ € Q?(M,R) exact with @ A w™™1 = 0 choose A € Q' (M) satisfying (6.61). Then
follows

n—1
/dj/\av:/ d)\/\av:/ AN L(v)w A ~ = Qu (@, dv(v)w).
M M M (n—1)!

The moment map equation ((6.65)) follows from this and Theorem O
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Remark 6.4.4 (A variant using the extended gauge group.). There is a variant
of this story which yields the volume constraint w™/n! = p and the Kahler-Einstein
equation Ric, ; — kw = 0 simultaneously as moment map equations. For this assume
that 2mra € H%(M,Z) and let P — M be the principal S' bundle with Chern class
2m¢1(P) = a. Denote by G(P) the group of all bundle automorphism of P which
cover exact volume preserving diffeomorphism on (M, p). One can then verify that
the action of G(P) on the product space J.(M) X Agymp(P) is Hamiltonian for a
suitably weighted product symplectic from and it is generated by the moment map

(iFa)" p)

n!

(T, A), V) = /A 2(Ricy,s = (iFa)) Ao, = 2in /M A(V) (

for (J,A) € Jo(M) x Asymp(P) and V' € Lie(G(P)) C Vect(P), where A(V) €
Q°(M,iR) denotes its A-vertical part, v € Vect(M) is the exact divergence free
vector field covered by V, and a,, € Q2"~2(M) satisfies dav, = (v)p.

Denote the subspace of compatible pairs in J.(M) x Sa(M, p) by
Cea(M, p) == {(J,w) € T(M) x Sa(M, p)|J compatible with w}. (6.66)

Differentiating the compatibility condition shows that
TigenCoa(M, p) = { (J, @) |2, ) = @], J) = (T = J)-, ) }.

Lemma 6.4.5 (Compatible pairs). Equip J.(M) x S,(M, p) with the symplectic
form and let (J,w) € Cco (M, p). The kernel of the restriction of the symplectic

form to T j.,)Ce,a(M, p) is the subspace
Jr = j, Ric,(J,J) — k&> =0
() = J) =((J = J),)

where J* is the adjoint with respect to the metric (-,-) = w(-,J-

{(j,a) € Ty J.(M) x S4(M, p)

~—

Proof. First, suppose that (j,of)) € T(y,u)Ce,a(M, p) satisfies
Oy ((j,a;), 7, ”)) =0 forall (J',&') € Tyu)Cea(M, p)
For every v € Vect(M) with ¢(v)p = da,, Theorem shows
Q0 = ((j7a)7 ﬁ,,(J,w)) =2 /M (RTCP(J, J) - mb) A Q.
This implies Ei\cp(J, J) — k& = 0. For every self-adjoint (J')* = J’, we have

Q) ((j,a;), (j',O)) - %/M tr (fJf’) P

This implies J = —J* and proves one inclusion.
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For the other inclusion, we show that every (J',&') € T(;.)Ce.a(M,p) can be
written as . .
(J',&") = L,(J,w) + (J”,0)

where v € Vect(M, p) is an exact divergence free vector field and (J”)* = J”. Indeed,
by Lemma there exists A € Q'(M) such that &’ = d\ and A A w"™! is exact.
Define v € Vect(M) by t(v)w = A. Then &' = L,w and ¢(v)p is exact. The claim
follows now from the fact, that (j”, 0) € T(,)Ce,a(M, p) is equivalent to J" = (j”)*.
This completes the proof of the lemma. O

In order to obtain a finite dimensional moduli spaces, consider the space of inte-
grable pairs

Eea(M, p) = {(J,w) € Tint.c(M) x So(M, p) | J compatible with w}. (6.67)
Then a natural set of questions are the following.

Question 6.4.6.

1. Is Cc,o(M, p) a symplectic submanifold? By Lemma this is equivalent to
the following: Let (J,w) € Ceo(M, p), let J € Q%' (M, TM) and let & € Q2, (M)
be exact. Suppose

Does this imply J = 0 and & = 0?
2. Is &..4(M, p) a symplectic submanifold?

We did not succeed in ansering these questions at the time of writing and hope to
come back to this in the future. In any case, both spaces C. (M, p) and E. (M, p)
can be viewed as symplectic fibrations over S, (M, p).

It follows from similar arguments as in Theorem that every Diffy(M)-orbit
in & (M, p) contains a solution of the Kéhler-Einstein equations which is unique up
to the action of Diffy(M, p). Define the space of Kdhler—Einstein pairs by

Kea(M,p) :={(J,w) € E.a(M, p) | Ric, ; — kw = 0}. (6.68)
The inclusion of K. (M, p) C E.o(M, p) yields then a bijective correspondence
Ec,a(M, p)/Diffg(M) = Ko (M, p)/Diffo(M, p) (6.69)

A much more difficult question in this context is the following: Let (M, J,w) be
a Kéhler manifold. Does there exists a Kéhler potential h : M — R such that the
corresponding Kahler form wy, := w + i00h satisfies the Kéhler-Einstein equations?
In the cases where the canonical bundle of M is trivial or ample, it was proven
by Yau [124] 125] and Aubin [5] that there always exist solutions for the Kéhler—
Einstein equations with x < 0. On the contrary, when the anti-canonical bundle is
ample, then there are known obstructions to the existence of Kahler—Einstein metrics.
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Donaldson—Chen—Sun [20] 21} 22] proved in this case that the existence of Kahler—
Einstein metrics is equivalent to a particular algebraic geometric notion of K-stability.

The Marsden—Weinstein quotient of J.(M) x S,(M, p) by Diff™ (M, p) is
M= {(J,w) € T(M) x Sq(M, p) | Ric,,; — kw = 0} /Diff™ (M, p) (6.70)

and it follows from general principles that the symplectic form (6.63|) descends to a
symplectic form on M. In order to relate this to the moduli space (6.68)), we need
to understand the further quotient

M :={(J,w) € Je(M) x S4(M, p) | Ric, ; — kw = 0} /Diffo(M, p) (6.71)

Suppose Ric, ; — kw = 0 and let u, v € Vect(M) be given such that «(u)w and ¢(v)w
are harmonic 1-forms. It follows from (6.25)), (6.28) and Lemma that
n—2
oy (LT w), Lo(J,w)) = 25/ L(u)w A (v)w A —

This shows that the Diffy(M, p)/Diff** (M, p) orbits in M are symplectic submani-
folds when £ # 0. In the case k = 0, we saw in Proposition [6.3.2] that this action is
trivial. It hence follows that M always carries a natural symplectic structure.

The next lemma shows that Diffg (M, p)/Diff™ (M, p) acts freely when £ < 0 and
Diffy(M, p) = Diff™ (M, p) when & > 0.

(6.72)

Lemma 6.4.7. Let (M,w, J) be a closed connected 2n-dimensional Kdihler manifold

and define p := “. Assume there exists k € R such that Ric, j — kw = 0.
1. Assume > 0. Then H*(M,R) =0 and Diff,(M, p) = Diff**(M, p).
2. Assume k < 0. Then for every 0 # v € Vect(M) it holds L,J # 0.

Proof. Assume first £ > 0 and choose v € Vect(M) such that ¢(v)w is harmonic. It
follows from Lemma that (L£,J)* = L,J, du(v)p = die(Jv)p = 0 and

_ 1 -
t(kv + 850,0)w = t(v)Ric, ;s + §L(8}((EDJ)J)*)w
1
= (v)Ric, s — §A(J, L,J)=0.

where the last equation follows from . Hence v + 5‘35 7v = 0 and therefore
v = 0. This completes the proof of the first claim.

Next, assume £ < 0 and let v € Vect(M) with £,J = 0. It follows from Lemma
that die(v)w is an exact (1,1)-form and hence there exists F' : M — R with

d(dF o J) = di(v)w. Then (6.28) implies
0=A,(J,L,J) = 2u(v)Ricy, s — dfy, o J +df 7, = 260(v)w — dfy, 0 J +df 5

and therefore d(d(2sF — f,) o J) = 0. Hence 2xF — df, is constant. Using (6.29),
it follows that f, = —d*dF and thus 2xF — d*dF = 0. The maximum principle
then implies that F' is constant and therefore f, = 0. By the same argument, since
Lj,J =0, we obtain f7, = 0. Thus 0 = A,(J,L,J) = 2ki(v)w by and this
yields v = 0. This proves the second part of the lemma. O
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For a fixed symplectic form w € S,(M, p) consider the Teichmdiller space

Tint,e(M,w) :={J € Fint,c(M)|J compatible with w and Ric, j = kw}

_ (6.73)
Te(M,w) := Fint.e(M,w) /Symp(M, p) N Diffo(M, p).

This embeds into the moduli space M defined by (6.71]) and the symplectic form on
M restricts to a Kahler form on 7.(M,w) for the complex structure J — —JJ. More
generally, the moduli spaces yield a fibration

’Ca,c(M)/DiHO(M7 p) - S(,,(M, p)/DiHO(M7 P) (674)

with fibres 7.(M,w). The embedding of K, .(M)/Diffy(M, p) into M gives then rise
to a closed 2-form on the total space of this fibration, which restricts to the Weil—
Petersson symplectic form along the fibres. It gives therefore rise to a symplectic
fibration on . Although this yields a new perspective on the subject, the Weil—
Petersson metric on Teichmiiller space and its curvature properties have been
studied extensively, see [T}, [98] [105] and the references therein.



Chapter 7

Universal Hitchin moduli
spaces

This chapter contains joint work with Oscar Garcia—Prada, Luis Alvarez-Consul and
Mario Garcia-Fernandez. We investigate variants of Hitchin’s equations [58] on a
Riemann surface . In contrast to the classical theory, we do not fix the complex
structure on the surface and calculate moment maps for the action of the extended
gauge group. This yields various universal Hitchin moduli spaces which fibre naturally
over Teichmiiller space with fibre being the corresponding Hitchin moduli space. Most
of the material is still work in progress and has not yet been explored in full detail.

7.1 Introduction

The Hitchin’s self-duality equations [58] on a Riemann surface ¥ can be viewed as
hyperkéhler extension of the Atiyah-Bott picture for the Yang—-Mills equations [4].
Let G be a compact Lie group, let (X, .J) be a closed Riemann surface and let P — X
a principal G bundle. The space

A(P) x QY0(2,ad(P) ® C) (7.1)

is isomorphic to the cotangent bundle T*A(P) and hence carries a natural hy-
perkéhler structure. The Hitchin equations for a pair (4, ¢) € A(P)xQ5°(Z,ad(P)®
C) are given by

Fa+[pA¢*] =0, da¢ = 0. (7.2)

These occur as hyperkdhler moment map for the action of the gauge group G(P)
and the moduli space of solutions to Hitchin’s equation carries therefore a natural
hyperkahler structure. All this requires a fixed complex structure on X% as back-
ground data. The Hitchin moduli spaces for different complex structures are all
diffeomorphic, but carry different hyperkéhler metrics. We investigate in the follow-
ing variants of this setup where the complex structure on ¥ is not fixed and the gauge
group is extended by a subgroup of the diffeomorphism group. This leads to moduli

255
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spaces which naturally fibre over Teichmiiller space with fibre being the correspond-
ing Hitchin moduli space.

We consider three variants which we describe in the following. In all these cases
let (X, p) be a closed 2-dimensional surfaces equipped with a fixed area form p. For
a principal bundle P — ¥ we denote by G (P) its extended gauge group . This fits
into the exact sequence

1— G(P) — G(P) = Ham(%, p) — 1. (7.3)

and consists of bundle isomorphisms covering Hamiltonian diffeomorphisms on .
Every connection A € A(P) defines a splitting of the Lie algebras

Lie(G(P)) — Q°(%,ad(P)) @ {v € Vect(Z) | du(v)p is exact}, (7.4)
Vs (A(V), vi=m,V) '
which corresponds to the splitting of Lie(G(P)) C Vect(P) into its A-horizonal and
A-vertical component.

Real reductive groups. Suppose G = (G, H,0, B) is a real reductive group, that
is a quadruple consisting of a real Lie group G with reductive Lie algebra g, a maximal
compact subgroup H C G, a Cartan involution 6 : g — g which defines a splitting
g = bh@dm and a - and G-invariant bilinear form B : g x g — R (see Section
for more details). The adjoint representation of G restricts to the so-called isotropy
representation ¢ : H — Aut(m). Now let P — ¥ be a principal H bundle and denote
by P(m) := P x, m the associated m-bundle. In this setting, the holomorphicity
condition of the Higgs field has no interpretation in terms of moment maps and we
consider the configuration space

J € J(%), A€ A(P) } (7.5)

X = {(J, A, ) ’ € Q02 P(m)®C), dayd =0

This carries the following symplectic structure induced by the bilinear form B

Qa,0) ((Al,él), (AQ,QBQ)) — _/

B(A1 A Ay) + 2Re (B(é’{ Aqu)) (7.6)
by

Theorem A. The natural action of G(P) on Xy is Hamiltonian with moment map

(T, A, 8).V) = — /

EB(A(V»FA—[¢*A¢1>+/EH<2KJ—c>p

where V' € Lie(G(P)), with vy = 7.V € Vect(X) and A(V) € Q°(Z, ad(P)) defined

by and vy is the Hamiltonian vector field for H : ¥ — R, and ¢ := 4;(1%%;2)),

Proof. This is established in Proposition[7.3.2] which is obtained from a more general
moment map calculation in Theorem [7.3.1 O



7.1. INTRODUCTION 257

Complex reductive groups. Assume that G is a compact group and P — ¥ a
principal G bundle. We consider the space

Xy = J(X) x A(P) x QY(Z,iad(P)). (7.7)

For every fixed J, there is a natural identification of A(P) x Q(Z,iad(P)) with
A(P) x Qg’l(E,ad(P) ® C). The hyperkihler structure on (7.1)) then gives rise the
following three symplectic structures on X5:

() (i, A ), (o, As, 1)
- %/Et (fl,u;)p_/ztr (Ar nds) _/tr (i)
() (1, A i), (o, As, 1)
::%/Ztr (lejg)p—l—i/Etr (AlA*Jqﬁg—Ag/\*Jz[}l) (7.8)
+i/2tr (Almpo(_jz) —AgA¢o(—j1)).
(23)(7,4,9) ((jla/ilﬂ;l), (j2,A2,¢2))

::%/Ztr(jl(]jg)p—i/ztr(fh/\l/;z—Az/\iﬁl)

The last term in the definition of €y is needed for obtaining a closed form.

Theorem B. The action of G(P) on X, is the Hamiltonian for all three symplectic
forms with moment maps

(A ) = ((Fat glonol), @K, =200+ dronn(dar)) (19

ol A4,0) = (it 6, (2K — 2)p + i (6, (F)) (7.10)
. . 1

wus(J, A ) = (zd,“/), 2Ky — 2c)p + idir (wAp (FA + 5[@/} A M))) (7.11)

where ¢ := 2w (2genus(X) — 2)/vol(X, p) and

A, Q*(E, ad(P) ® C) — QY(2, ad(P) ® C)
s the natural map induced by p. All three moment maps take values in the space
O%(3, ad(P))® Q2 () which we identify with the dual space of Lie(G(P)) using (7.4).
Proof. See Theorem O

Note that this theorem does not quite yields a hyperkdhler moment map on Xs
Nevertheless, we have

daty =0, d5 =0
(J,AY) € pr (0)N Az (0) Npg ' (0) < Fa+ipnygl=0 .
2KJ =cC

The equations day = 0, d%v = 0, and Fa + %[1/1 A 9] = 0 correspond to the
Hitchin equations ((7.2)) under the identification of A(P) x Q!(X,iad(P)) with A(P) x
Q% (2,ad(P) ® C).
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Fibrations over Donaldson’s moduli space. Consider the configuration space
Xz = Q1(2) x A(P) x Q'(%,iad(P)). (7.12)

where Q;(X) denotes the space of pairs (J,0) consisting of a complex structure
J € J(2) and a quadratic differential o € Q°(3, S?(T*E ®, C)) with pointwise
norm |o|; < 1. Donaldson [38] observed that the space Q;(X) carries a hyperké&hler
structure whose hyperkéhler quotient (after taking the action of the flux group into
account) yields the Feix—Kaledin hyperkéahler extension M of Teichmiiller space. See
Chapter 4.5 in this thesis for a detailed exposition of this hyperkahler structure and
the moment map calculation. We expect that the space X3 carries three symplectic
forms for which the action of the extended gauge group is Hamiltonian. This should
give rise to a moduli space which fibres over M with fibres being the corresponding
Hitchin moduli spaces.

This is still work in progress and has not yet been written up. There are two
intriguing aspects which we would like to mention: First, there is a construction of
Donaldson [38] which associates to every element in M a solution of the SU(2) Hitchin
equations over Y and thus M really parametrizes pairs of solutions to Hitchin’s
equation (see Lemma . Second, the resulting moduli space is naturally a
hyperkahler fibration over the hyperkéhler space M. It is probably too optimistic to
expect that they combine to a hyperkédhler structure on the whole moduli space, but
this is certainly something to be investigated more closely.

7.2 The extended gauge group

Let (3, p) be a closed oriented surface with fixed area form p, let G be a real Lie
group, and let P — ¥ be a principal G bundle. The purpose of this section is to
define various extensions of the gauge group of P by subgroups of the diffeomorphism
group of ¥ and to introduce our notation for it. We also establish Cartan’s fromula
in this context.

7.2.1 Hamiltonian extension

The extended gauge group G(P) is defined as the group of bundle automorphisms
1 : P — P which cover Hamiltonian diffeomorphisms ¢ : ¥ — 3. It fits into an exact
sequence with the gauge group G(P) of the P

1 = G(P) = G(P) — Ham(%, p) — 1. (7.13)

The Lie algebra of the extended gauge group G(P) C Vect(P) fits into an exact
sequence with the Lie algebras of the gauge group and the Hamiltonian group:

1 — Lie(G(P)) — Lie(G(P)) — Lie(Ham(X, p)) — 1. (7.14)
and every connection A € A(P) defines a splitting

Lie(G(P)) — Q°(%, ad(P)) @ {v € Vect(X) | de(v)p is exact},

(7.15)
Vs (A(V), v =mV).
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which is defined by decomposing V' € Lie(G(P)) C Vect(P) into its A-horizontal
and A-vertical part. Here we identify in the usual way the Lie algebra of the gauge
group Lie(G(P)) = Q°(Z,ad(P)) with equivariant vertical vector fields on P. We
identify Lie(Ham(X, p)) = C°°(X)/R with Hamiltonian vector fields following the
sign conventions dH = p(vgy,-).

We always use the splitting defined by some connection A € A(P) to
describe the dual Lie algebra of the extended gauge group. The dual space of
Lie(Ham(%, p)) = C*°(X)/R can be identified with the space Q2 (X) of exact 2-forms
on X, where the dual pairing is defined

Q2. (%) x C*(X)/R — R, (r,[H]) := / Hr (7.16)
p

Suppose g carries an invariant inner product (-,-). The dual space of Lie(G(P)) =
0°(3,ad(P)) can then be identified with Q?(X, ad(P)) via the pairing

O2(2,ad(P) x Q(S,ad(P)) =R, (1€)== / (n,€). (7.17)

7.2.2 Extension by diffeomorphism groups

The extension of the gauge group by Symp, (X, p) and Diffy(X) are defined completely
analogue to the Hamiltonian case. They fit into the exact sequences

1 — G(P) — Gsymp, (P) — Symp(Z, p) — 1 (7.18)
1 — G(P) = Gpi, (P) — Diffg(X) — 1. (7.19)

The various extensions of the gauge are naturally embedded into each other by Q~(P) C
Gsymp, (P) C Gpist, (P). As before, every connection A € A(P) provides a splitting
of the corresponding Lie algebra sequences

Lie(Gsymp, (P)) — Q°(,ad(P)) ® {v € Vect(X) |di(v)p = 0} (7.20)

Lie(Gpig, (P)) — Q°(%,ad(P)) @ Vect(X) (7.21)
which we both denote by V — (A(V), v = m,V).

7.2.3 A Cartan formula

Let W be a real vector space, let v: G — GL(WW) a representation and consider the
associated vector bundle

Y(P):=P x, W := (P x W)/G (7.22)

where G acts diagonally on P x W by g.(p,w) := (pg~",v(g)w). Any % € Gpig, (P)
defines a bundle map

V(@) y(P) = A(P),  ()p,w] = [¢(p), w] (7.23)
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covering the same diffeomorphism as 1. This induces a natural action of Gpig, (P)
on the space of k-forms with values in v(P) given by

Gpitt, (P) x QF(2,7(P)) = QF(2,~(P))

’ 7.24
(W a)(z, 21, .., 2k) == 7)) alp(2), dp(2) 21, . .., do(2)2) (724

where ¢ € Diffy(X) denotes the diffeomorphism covered by 1. The following lemma
calculates the infinitesimal action of (7.24)).

Lemma 7.2.1. Fix a connection A € A(P) and denote by
Fi=dy(1): g — End(W) (7.25)

the infinitesimal representation. Let V € Lie(gNDiﬁU (P)) and denote its flow by ¢, €
GDiﬁo (P). For a € QF(X,~(P)) it holds

d
,Cva = —

g (V) a = —Y(A(V))a+ dat(v)a + t(v)dac (7.26)

t=0

where A(V) € Q°(X, ad(P)) and v = m,V € Vect(X) are defined by .

Proof. By linearity, it suffices to establish the formula for vertical and horizontal
vector field separately. Suppose first V' is vertical and 7,V = 0. Then

d
dt

Lya:= (e MW )a = 4 (A(V)) (o)

t=0

and is satisfied.

Next let s € Q°(%,v(P)) and assume that V is horizontal. Denote by .V €
Vect(y(P)) the composition of V' with TP — TP x W — T~(P). Then ~,V is
horizontal for the induced connection on (P) and its flow is «y(¢/;). Hence

d
Lys:= —

pr Y(Wp) Tt oso g = —(1.V)(s) + ds(v) = t(v)das (7.27)

t=0

where ¢; € Diffy(3, p) is the diffeomorphism covered by ¢, and v := 7.V € Vect(X).

This proves (7.26) for k = 0.
For the general case let V' be horizontal and define as before v := m, V' € Vect(X).

By linearity we may assume that a = s ® 7 with s € Q°(X,y(P)) and 7 € Q*(%).
From ([7.27) and Cartan’s formula on differential forms it follows

Ly (s@T)=(Lys)®@T+s® (LyT)

(t(v)das) @ T+ s @ (L(v)dr + du(v)T)

t(v) (das AT+ s@dT)+ (das) A (L(v)T) + s @ (de(v)T)
(v)

da(s®@7)+da(s®c(v)T).

L

This establishes (7.26]) for £ > 0 and completes the proof. O
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7.3 Higgs bundles for real reductive groups

Following Knapp [70], a real reductive Lie group is a quadruple (G, H, 6, B) consisting
of the following data:

e (G is a real Lie group with reductive Lie algebra g
e H C (G is a maximal compact subgroup with Lie algebra h C g

e 0 :g— gis a Lie algebra involution which defines a decomposition
g=bom

where h = Lie(H) is the +1 eigenspace of § and m is the —1 eigenspace. More-
over, the multiplication map from H x exp(m) — G is a diffeomorphism

e B:gxg— Risa G-invariant and 6-invariant symmetric nondegenerate bilinear
form such that the associated symmetric form

By:gxg—R,  By(&n):=-B(0n)
is positive definite.

Let P — 3 be a principal H bundle. The adjoint representation Ad : G — g
restricts to the so-called isotropy representation

t: H — GL(m). (7.28)

Its infinitesimal representation di(1) : h — GL(m) is given by the Lie bracket on g,
ie. (du(1)n)€ = [n,&]. Denote the associated bundle with fibre m by

P(m):=P x,m. (7.29)

The bilinear form B extends uniquely to a complex bilinear from on m ® C, which we
still denote B. The space A(P)x Q!(2, P(m)®C) carries then the natural symplectic
form

~ ~ A~

Qa.0) ((Al,dn), (Az,ész)) = —/ZB(/L A As) + 2Re (B(aq A (52)) (7.30)

The factor 2 in introduced for consistency with the original setting considered by
Hitchin for complex reductive groups. Morover, the adjoint ¢* is defined by the same
formula as in the unitary case. To be precise, in local coordinates (x,y) of ¥ we can
write

¢ = (& +im)de + (& + i) dy.
with &;,7n; taking values in m.The adjoint is then given by

O = (=& +imy)dx + (=& + inn)dy.

This does not depend on the conformal structure of X.
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7.3.1 Moment map calculation for a fixed conformal structure

We show that the action of Gpig, (P) on the space A(P) x Q'(¥, P(m)® C) is Hamil-
tonian for the symplectic form ({7.30)).

Theorem 7.3.1. Let V € Lie(_C’;DiﬁO(P)) C Vect(P) and denote its flow by ¢, €
Gpigr, (P). Then holds for all (A, ¢) € A(P) x QY(Z, P(m) ® C)

d

- (7.31)

* _ daA(V) + (v)F
t=0 wt (A’ ¢) a < _[A(V)’I?b] + dAL(U)¢ +AL(’U)dA¢ )

where A(V) € QU(%, ad(P)) and v := 7w,V € Vect(X) are defined by . The
Gpig, (P) action on A(P) x Q'(X, P(m) ® C) is Hamiltonian with moment map

(i, (4,6).V) = [ BAWV), ~Fa+16" n6)

” (7.32)

+2 / B (6" A 1(v)dad)
>

where V' € Lie(Gpig, (P)), and A(V) € Q°(Z, ad(P)) and v := 1,V € Vect(X) are
defined as above by .

Proof. The proof consists of three steps: We calculate the moment map for the action
G(P) on A(P) and Q'(X, P(m) x C) separately. The formula for the second moment
map is expressed by choosing a connection A € A(P) and we verify in the last step
that it is independent of this choice.

Step 1: The infinitesimal action on the space of connections is given by

d
EVA — %

YA =dasA(V) + L(U)FA
t=0

and the equation

d

/EB ((dAA(V) + 1(v)F4) AA) -4

/ B(A(V), Fa,)
t=0J%

~

holds for any smooth family {A;}ier with Ag = A and O4,_, Ay = A.

The infinitesimal action of V' € Lie(Gpig,(P)) C Vect(P) on the connection 1-
forms A € A(P) C QY(P,b) is given by Cartan’s formula as:

LvA=du(V)A+u(V)dA = dA(V) + [A, A(V)] + (V) <dA + %[A A A])

= dAA(V) - L(U)FA
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For A € Q'(%,ad(P)) it then follows

/EB((dAA(V)JrL(v)FA)/\fl) :/EB<dAA(V)/\fl) +/EB(L(1))FA/\A)
:—/ZB<A(V)/\dAfl) f/ZB(L(”U)A, FA)
=0, [ BLAW). Fa)

Step 2: Fix a connection A € A(P). The infinitesimal action of V € Lie (GDWU (P))
on the space Q1 (2, P(m) ® C) is given by

;¢ =—[AV), ¢] + dar(v)d + t(v)dag.

t=0

d

Moreover,

Re / 2 (<—£v¢>* A(;)
t=0 (/ B(AV), [97 Aol + / B (¢7, L(”WA@))

for any smooth family {¢:}ier with o = ¢ and Oy,_, d¢ = .

The formula for the infinitesimal action follows from Lemma [[.2.1] We then
calculate

Re/EQB ((—qub)* A qB)
~2Re [ B ([A( )0l n8) = 2Re [ B ((darlw)o+ e(0)dad)" 1 6)
=2 / B (A(V), [6" A ¢]) + 2Re / B (¢ A ((0)dad) + 3 A (1(v)dao))
_a/B [ A ) +2a/B¢m( )dao)
This proves the moment map equation and Step 2.

Step 3: The moment map in Step 2 does not depend on A, i.e.

LLpamiwaaez [ 56 noan) =0

for any smooth family {A;}ier-

d

dt
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A direct calculation yields

( B(A(V), [¢" A g]) +2 /Z B (¢ Mv)d&(ﬁ))
= [ B (A " na) + 2Re [ B (o nutw)[dn o)
:/ZB(A/\L(U)[W/\(M)+2Re/ZB([L(U)¢*’¢]/\A>
::ZB(AAmmwAm)+éf%4WWﬂMAA>

where the penultimate equation follows from the identity

2Re ([t(v)9", ¢]) = v(v)[0" A ).
This completes the proof of Step 3 and the theorem. O

7.3.2 Integrability conditions

Denote by J(X) the space of complex structures on (X, p), which are compatible
with p. This can be viewed as an infinite dimensional symplectic manifold, where the
symplectic structure is given by

A A 1 ~ ~
Oy (Ji, Jo) == 5/ tr (JlJJg) (7.33)
>

(see Section 4.4 in this thesis for more details). Consider the space of triple (J, 4, ¢),
consisting of a complex structure J, a connection A and a holomorphic Higgs field ¢:

JeJ(T), Ac AP) }

Y= {(J 4,¢) ’ 6 € QL9(S, P(m) ©C), 9456 = 0 (7.34)

This is a symplectic submanifold of J(X) x (A(P) x Q'(X, P(m) ® C)) for the prod-

uct symplectic form obtained from (7.33)) and (7.30). The extended gauge group G(P)
acts naturally on this space in a Hamiltonian fashion and we have the following.

Proposition 7.3.2. The extended gauge group Q(P) acts in a Hamiltonian way on
the space X defined by with moment map

(T, A, 8),V) = — / B(A(V), Fa 6" A d]) + / H (2K —20)p

where V € Lie(G(P)), with vy = m.V € Vect(X) and A(v) € Q°(S, ad(P)) defined
by and vy is the Hamiltonian vector field for some function H : ¥ — R, and
_ 2m(2g-2)
— wol(Z,p)
Proof. Tt follows from Theorem [7.3.1] and integration by parts, that the action of
G(P) on A(P) x Q' (%, P(m) ® C) is Hamiltonian with moment map

(A, 6),V) = / B(A(V), —Fa +[6" A d]) + / 2HAB (6", Au(v)dad))
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where V € Lie(G(P)) with vy = m.V € Vect(X) and A, : Q*(%,P(m) ® C) —
Q%(3, P(m) ® C) is the natural map defined by p. The holomorphicity condition
5A7 7o = 0 is equivalent to d4¢ = 0 and thus the second integral vanishes.

Moreover, it follows from Theorem that J — (2K — 2¢)p is a moment map
for the action of Ham(X, p) on J(X). The proposition follows by combining these
two moment maps. O]

The zero set of the moment map equation consists of triples (J, A, ¢) where p(-, J+)
defines a constant curvature metric on ¥ and (A, ¢) satisfies the Hitchin equations
0ad =0, Fa = [¢p* A ¢] for the complex structure J.

7.4 Higgs bundles for complex reductive groups

First, we recall for fixed J € J(X) the hyperkéhler structure introduced by Hitchin
on the space

A(P) x QY0(% ad(P) ® C) = A(P) x QL(Z, iad(P)) = A(P°).

On A(P) x Q1(%,iad(P)), it turns out that two of the hyperkihler symplectic forms
are independent of J. The action of the extended gauge group g~DiffO (P) is Hamilto-
nian for these symplectic structures and we calculate moment maps for this action in
Theorem [7.4.2]

We then incorporate the conformal structure on ¥ into our data and consider
triples (J, A, ) consisting of a complex structure J and a Higgs pair (A, ). The hy-
perkéhler structure on the space of Higgs pairs and the symplectic form on J (%) give
rise to three symplectic structures. The action of the extended gauge group _C';Dhcfo (P)
is Hamiltonian for all three symplectic forms and we calculate the corresponding mo-
ment in Theorem This gives rise to a moduli space which naturally fibres over
Teichmiiller space with the corresponding Hitchin moduli space as fibre.

Throughout this section, we assume that G C U(n) is a compact real Lie group
with Lie algebra g C u(n) and invariant inner product

(& mg = tr(&'n) = —tr(&n) (7.35)

induced from the unitary group.

7.4.1 The space of Higgs pairs — the unitary point of view
Fix a complex structure J € J(X). The space of Higgs pairs
A(P) x QY0(2ad(P) @ C). (7.36)

is an affine space over the linear space Q*(X,ad(P)) x Q19(%,ad(P)®C) and Hitchin
[58] introduced the following hyperkéahler structure on the space.
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The Riemannian structure is given by
g(A,¢)((Ala él), (AQ, ég)) = —/ tr (Al A\ *1212) + Im/2tr ((5,{ AN (52) (737)
b

To be more explicit, choose a local holomorphic coordinate z = = + iy (with respect
to J) and write A and ¢ as

~ ~

A = adz + bdy, ¢ = (§+in)dz = (£ +in)dx + (—n +i&)dy.
with a, b, &, n taking values in the real Lie algebra g C u(n). Then
" = (=& +in)dz = (=€ +in)d + (n +i€)dy
and the integrand appearing in the formula for the metric is given by
—tr (A1 Axds ) +Im (245 (67 A 6))
= —tr(araz + biba) dx A dy — 4tr (§162 + mne) dx A dy

The inner product on 2%%(3, ad(P) ® C) agrees up to a factor of 2 with the standard
Riemannian structure on Q(¥,ad(P) ® C) induced by J and the invariant inner
product of g.

The hyperkihler structure consists of the three complex structures

Ti(A, ¢) = (x4,i9) (7.38)
To(4,) = (i(¢ + ¢*),1A"0) (7.39)
T3(A,9) == (¢ — 7, —A) (7.40)

where A0, A% € Q1(3, ad(P) ® C) are defined by

o _ A—i(xA) A A

Both of them determine A uniquely through the relations A = A0 4+ A%! and
ALY = —(A%H)* The corresponding Kéhler forms are

(Ql)(A,tﬁ)((Al?qgl)v (A2, 62)) := _/§th (1211 A 1212) - Re/Qtr ((]3’{ A qgg) (7.41)

(Q2)(a,0) (A1, 01), (A2, §2)) = Re/

QtI‘ (Al N g?)g — 142 N QZ/A)l) (742)
2

() (a,6) (A1, 1), (A2, $2)) := Im/

2tr (Al A\ (,2/52 — 1212 A\ (,2/51) (743)
p
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The first symplectic form naturally extends to a symplectic form defined on the larger
space A(P) x Q}(3,ad(P) ® C) via the same formula:

(Ql)(A,¢)((Al7G31)7 (Az, 42)) = _/§th (1211 A /12) - Re/Qtr ((;3’{ A q32) (7.44)

for A e A(P), A; € Q'(2,ad(P)) and ¢, ¢; € Q1(X,ad(P) @ C).

Proposition 7.4.1. The natural Gpy, (P) action on A(P) x QY(Z, ad(P) ® C) is
Hamiltonian with respect to the Q1 and with moment map

a,0.v) =~ [

P

tr(A(V)(Fa + [¢° A ) — 2 /E tr(@* Au(v)dad)  (7.45)

where V € Lie(Gpig, (P)), A € A(P), ¢ € Q1(Z, ad(P)®C), and A(V) and v := m,.V
are defined by .

Proof. This is a special case of Theorem [7.3.1] For this note that G is real reductive
group with maximal compact subgroup G, bilinear form B(£,n) = tr({n) and Cartan
involution () = —(*. We obtain different signs in front of the Higgs fields in the
moment map equation, which are due to the identification m = ig. O

7.4.2 The space of Higgs pairs — the self-adjoint point of view
Fix J € J(%) and identify the space Higgs pairs with

A(P) x QY(2, iad(P)). (7.46)

The identification is obtained by the map (A4, ¢) — (A, := ¢* + ¢) with inverse
(A, 1)) = (A, ¢ = ¥10). We summarize in the following the hyperkihler structure on

(7.46)) which corresponds to the hyperkéahler structure on (|7.36]).
The Riemannian structure is given by

(A ) ((1211,1&1)7 (1‘12,1/32)) = _Ltr(Al A *1‘12) + /Etr(% A *1/32) (7.47)

Let P°:= P X G° denote the complexified bundle. Then there is a natural isomor-
phism

A(P) x QY(%,iad(P)) — A(P°), (A, 0) — A+ (7.48)

and this is an isometry with respect to the standard Riemannian structure on A(P¢).
This amounts to the formula

g(A,w)((f‘Lﬂ%), (Aa,1b0)) = Re/

tr ((1211 + )" Ax(Ag + 1/32)) .
>
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The hyperkihler structure consists of the three complex structures

Ty (A1) = (+A, = 1)) (7.49)
(A’ 1;) = (lwv IA) (750)
T3(A, ) i= (+ith, — #i4) (7.51)

which satisfy the quaternionic relations. Their corresponding Kéahler forms are

(@) a (A, 0)s (Ao, ) = = [ o1 (Ar A da 50 1) (7.52)
b
(92)(14,11))((2117 1;1), (1‘127 1/32)) = i/Etf (1211 A *1;2 — Ay A *1;1) (7.53)
(@) an((Ar, )y (a,0)) = (1) [ o (A i = Aanin)  (750)
b

Let P¢:= P x¢ G° denote the complexified bundle. Under the isomorphism ([7.48|),
the complex structure Zo and 25 corresponds to the standard hermitian structure on
A(P°), since Zo(A + ) = i(A + ) and

(92)(A,¢)((A1, 1/;1), (121271/32)) = Im/ztr ((1211 + 1211)* A *(AQ + 1/32)) .

The two remaining symplectic forms €2; and 23 correspond to the standard holomor-
phic symplectic form on A(P¢) by the following relation

~

(@1 —iQ3) 4, (A1, 91), (Ag, b)) = _/Etr ((1211 +h1) A (A + 1&2)) :

Moreover, the symplectic forms €2; and 23 are independent of the conformal structure
on ¥ and they are preserved by the natural action of the extended Gauge group
g~DiffO (P). The next proposition shows that this action is in fact Hamiltonian and
calculates the corresponding moment maps.

Proposition 7.4.2. Let V € Lie(Gpyy, (P)) C Vect(P) and denote its flow by g; €
Gpigr, (P). Then holds

d

Ly (A ) = I

o dAA(V) + 1(0)Fa
tzogt(A’w)(—[Am, U]+ (0)dats + dacv >w>

for all (A,v) € A(P) x QY(X, iad(P) where A(V) and v := 7.V are defined by .
The ngﬂ (P) action on A(P) x QY(, iad(P) is Hamiltonian with respect to Q1 and
Q3 and with moment maps

(or — i) (A, 0), V) = — / r (A(V) + 1(0)) Fay) (7.55)

where V € Lie(Gpg, (P)), A € A(P), and ¢ € QY(X, dad(P)).
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Proof. The formula for the infinitesimal action follows from Step 1 in the proof of
Theorem and Lemma [7.2.1] Using the isomorphism ([7.48)), the infinitesimal
action can be expressed as

Ly (A0) =dsAV) + L(U)FA - [A(V>7 1/}} + 1(v)day) + dAL(U)z/}
= 1(V)Fayp + dary(AV) + 1(v))

It then follows
(- iQS)(A,w)((A, V), Lv (A, )
= [ () Py + dars(AV) + s0)0)) A (A )

= _/ tr ((L('U)A + L(v)i/?)FAw)
%
- / tr ((A(V) + 1(v)h)dagy (A + 1&))
2
=944 /E —tr ((A(V) + e(0)¥) Faty) .-

and this proves the moment map equation. O

The action of G (P) does not preserve the second symplectic structure Qo which
depends on the conformal structure of ¥. For the action of the (not extended) gauge
group G(P) it was observed by Hitchin [568] that this action is Hamiltonian with
moment map (A, ) — —ida * .

7.4.3 The full configuration space
Three symplectic forms

We consider the configuration space
J () x A(P) x Q'(Z,iad(P)). (7.56)

This carries three non-degenerate 2-forms which arise as combination of the symplec-
tic structure on 7 () and the three symplectic structures on A(P) x Q'(X, iad(P)).

(1) (7,4,9) ((flw‘imﬁl)’ (fz,/lwﬁz))
= %/Etr (lejg) p— /Etr (/All /\flg) — /tr (1[)1 /\1/32)
() (i, A b, (o, Ao, i)
1 s .
= §/Etr (JlJJg)p—i—l/Ztr(Al/\* o — Ag A % ¢1)
() (1 Ar ), (o, A, 1)

::%/Etr(lejg)pfi/ztrQ@l/\1/32*1212/\1/31>
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These forms are clearly non-degenerated and Q1 and 23 are closed as product forms.
Since the Hodge *-operator in the definition of {25 depends on J, this is not a product
symplectic form and Lemmal[7.4.3|shows that it is not closed! However, we can slightly
modify s and define

N

(Q2) (7,4, ((jlajllﬂ;l)v (j2,12127122)>
= §/Etr (JlJJg)p—f—l/EtI‘ (Al/\*Jz/JQ—Ag/\*le)
—|—1/t1‘<141 Awo(—jg)—AQAwo(—jl)).
b))

Lemma below shows that {2, is indeed a symplectic form which agrees with 9
along the slices {J} x A(P) x Q1(%,iad(P)) and J (%) x {(4,9)}.

Lemma 7.4.3. The exterior derivative of Qs is the three-form:

(dS22)(1,4,4) ((jhflbd)l)a (Ja, Az, p2), (j37121371/)3))
3
= (—9) /z tr ZlAj+1 A (a0 d;) = Ajya A (110 J5)
j=
where the indices are understood cyclic modulo 3.
Proof. Fix a point (J, A,9) € J(X) x A(P) x Q'(2,iad(P)) and choose
(Jj,Aj,05) € T, T (2) & Q1(,ad(P)) & Q'(3,iad(P))
for j = 1,2,3. Moreover, choose a 3-parameter familiy (J, ¢, Ay s.¢, ¥rs,¢) With
(40,0,0, 40,0,0,%0,0,0) = (J; A, %)
O (Jrys,ts Arpsits Uros,t) | (15 1)=(0.0,0) = (J1, Av, 1)
Ds(Trs,ts Ars.ts Vris.t) (s )—(0.0.0) = (Jo: Az, o)
0t (Jrs,ts Ars,ts ¥roo,t) | ()= (0.0.0) = (35 Ay ¥3)-

Then the exterior derivative is given by

(d22) (1,4, ((jhzzhﬂ/ﬂ)’(j2,1‘12,1/}2)7(j3w‘1371/)3))

UrotsArsistomes) (Os(Trsits Arst Urs,), O (Jrsty Arists Urisit)) ]
UrotsArststomos) O (Trsits Arsts Urst), Or (Jrsits Arsits Urist))]
(JT,S,thT“S,tawT,S,t) (8T(J1”,S,t7 AT,S,t7 wT,S,t)7 as(Jr,s,h AT,S,t7 wr,s,t))]

I

Q
= =

S

- O N
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where the right hand side is evaluated at (r,s,t) = (0,0,0). Since ¥’y = ¢ o (=J),
its differential in direction J is given by Oj(*‘]w) = o (=J). It thus follows from
the chain rule that the first term is given by

% / tr ((0,00).103 + v Jy + 310(0,0,7))
>

+ i/ tr (&asA A x71hs + Ay A 570,000 + Ay Ay 0 (—J]))
>

_ i/ tr (9,0, A w7+ Ay A 70,00 — Ay A o (1))
>

The other two terms are given by cyclic permutations. All terms involving second
order partial derivatives cancel out when summing all three equations up. Moreover,
tr(jl jgjg) = 0, since J;Jo.J3 anti-commutes with J. The remaining terms yield the
claimed formula for the exterior derivative. O

Lemma 7.4.4. Q0 defines a symplectic form on J(X) x A(P) x Q'(%, iad(P)) and
it agrees with Qo along the slices J(X) x {(A,%)} and {J} x A(P) x QY(3, iad(P)).

Proof. Tt follows along the lines of the proof of Lemma that € is closed. It
clearly restricts to 2o along the slices 7 (X)x {(A,9)} and {J} x A(P) xQ (X, iad(P)).
For non-degeneracy let (J, A,¢) € J(X) x A(P) x Q1(Z,iad(P)) and (J, A,1)) in the
tangent space of (J, A, 1) be given. Define

(J', A" ') = (—JJ, Mih, AiA)
where A € R is a constant to be determined. Then
A F 47 LTV Y] 1 72 1 1 N n
()0 (1A, 0), (7, 4, = 7/ tr(J )p—i—)\/ tr (—Anxd+3nx))
2Js b
—L\/U(AA@mJﬂ—d@AWwiD
b
This is strictly positive as A — 0 and thus Q, is non-degenerated. O

Three moment maps

The following theorem calculates moment maps for the action of G(P) with respect
to all three symplectic forms.

Theorem 7.4.5. Let V € Lie(Gpyy, (P)) C Vect(P) and denote its flow by g, €
Gpigr, (P). Then holds

20;(v)
g:(Ja A, ¢) = dAA(V)L(U)FA
=0 —[A(V), Y] + 1(v)datp + dac(v)d

for all (J,A,¢) € J(2) x A(P) x QY(Z, iad(P), where v := 7,V € Vecl(X) and
A(V) € QO( ,ad(P)) are defined by m The G(P) action on J(X) x A(P) x

£V(J, Aa ¢) =

a
dt
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QY(2, éad(P) is Hamiltonian with respect to Q, Qy and Qs and with moment maps

11 (A ) = ((FA ol w]> (2K — 200 + dtrwAp(dw))) (7.57)
o (0, Ai) = (ida # 46, 2Ky — 2¢)p + id # tr (A, (F1))) (7.58)

pis(J, A, ) = (idAw, (2K ; — 2¢)p + idtr (¢Ap (FA + 5 A m))) (7.59)

where ¢ := 2m(2genus(X) — 2) /vol(3, p) and
A, Q*(8, ad(P) ® C) — Q°(%, iad(P) ® C)

is the natural map induced by p. All three moment map take values in the space
O2(2, ad(P))®Q2, (%) which we identify with the dual space of Lie(G(P)) using

and .

Proof. The formula for the infinitesimal action and the moment map equations for
w1 and ps follow from Theorem Proposition and integration by parts.

We verify the moment map equation for fio. Let V € Lie(G(P)) with 7,V = vy
for some Hamiltonian H : ¥ — R. Using integration by parts, we have

<ﬂ2(J7A7¢)7V>
:i/tr (A(V)da *7 V) +/ H(2K,]—2c)p—i/tr (L(vH)FA/\*Jw)
by b by

The proof consists of differentiation this expression in all three arguments.
We first differentiate the moment map into direction (J,0,0). The first order
change of *7¢) = 1 o (—J), when varying J in direction .J, is ¢ o (—J) and thus

9 3,0.0)(2(J, A, 9), V)

PN

= () 144((=Lv(J; A, 9)) ,0))

where the penultimate equation follows from Theorem
Next, we differentiate the moment map into direction (0, A, 0).

a(O,A,O) <ﬂ2(‘]’ A7 /w)a V>

= i/ztr (L(UH)AdA s )+ A(V)[A A %)) — v(vg)daA A *1/})

=0; /HQKJ—C / ( )(dat o ))—L(UH)FAA¢O(—j)>
= ;/E( 20v5)J Jp +i / ( (=dAA(V) — t(ve)Fa) Npo(— ))
. (J,0

=i [ (AN aml) i [ (Cdastomd = om)ind) )
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Using Lemma [7.2.1] we can express the last term by Lie derivatives. We use the
notation oy € Vect(ad(P)) for the A-horizontal lift of vy and identify horizontal
equivariant differential forms of the total space of ad(P) with differential forms on X
taking values in ad(P). Then follows

i/ tr (—dAL(UH)A —(vg)da) A *1/))
b
= i/ tr (ﬁﬁH(A) /\woJ)
b

i/ —tr (A AL, (%0 J))
P
—tr (AN (Lou®) 0 ) + 10 Ly )

=1

tr (A A (xdat(vp )Y * t(vg)dat + o (25J1)H))>

=i

i/ tr ((dAL(UH)l/J + (v )dath) A *A) - i/ tr (A Ao (—25JUH))
b b

Combining this with the computation above shows

6(0,14,0) <ﬂ2<J> A, w)a U) = (QQ)J,AJZJ ((_‘cv (J, A, w))’ (07 A7 0)).

Finally, we differentiate the moment map into direction (0,0, 12})

0i0.0.0y (2 (J, A, 9), V) = i/ztr (A(V)dA %) — u(vg)Fa A Mp)

= i/ tr ((—dAA(V) — (vg)Fa) A w)
>
= (Q2)s,45((—Lv (], A1), (0,0,9))

This completes the proof of the moment map equation. O

The moduli space

The three moment maps p1, fi2 and ps calculated in Theorem do not combine to
a hyperkéhler moment map. Nevertheless, when one considers their joint vanishing
locus, the moment map equations greatly simplify and uncouple:
dayy =0,d59 =0
(LAY) € i (0) Nz 0) Nzt (0) = Fa+ 3 Ay =0
2KJ =cC
By uniformization and Moser isotopy, Teichmiiller space has the symplectic descrip-
tion
T(%) := J(%)/Diffg(X) = {J € T (¥) | K = ¢} /Symp, (%, p)
(see Chapter 4.4 for more details). Consequently,

(17 (0) M i3 (0) M 415 (0)) /Gsyrmp, (P)
fibres over Teichmiiller space, with the fibre being the corresponding Hitchin moduli
space.
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