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NUCLEATE BOILING IN LONG-TERM CRYOGENIC PROPELLANT STORAGE IN MICROGRAVITY
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Efficient storage of cryogenic propellants in zero-gravity or microgravity environments is one of the key requirements
to enable new long-range space exploration missions currently envisioned by NASA. Recent advances in multi-layer
insulation (MLI) allow to sharply reduce the heat leak into cryogenic propellant storage tanks through the tank surface
and, as a consequence, significantly extend the storage duration. In this situation the MLI penetrations, such as support
struts, feed lines, etc., become significant challenges of the tank’s heat management. This problem is especially
acute for liquid hydrogen (LH2) storage, since currently no efficient cryocoolers exist that operate at very low LH2
temperatures (∼20K). In the absence of active cooling the heat leaks through the MLI penetrations will inevitably
cause the onset of localized boiling at the tank walls. Our estimates show that for realistic values of local heat inflow
the rate by which vapor bubbles are generated near the penetrations will exceed by one or several orders of magnitude
the rate of bubble collapse in the subcooled liquid. Therefore, with time vapor bubbles may accumulate within the
liquid and drift towards the stagnation areas of the liquid flow in the presence of mixers. Thus, even small heat leaks
under microgravity conditions and over the period of many months may give rise to a complex slowly-developing,
large-scale spatiotemporal physical phenomena in a multi-phase liquid-vapor mixture. These phenomena are not
well-understood nor can be easily controlled. They can be of a potentially hazardous nature for long-term on-orbital
cryogenic storage, propellant loading, tank chilldown, engine restart, and other in-space cryogenic fluid management
operations. We performed some basic physical estimates to evaluate the relative importance of different physical
processes during long-term cryogenic storage of LH2. Our main goal was to identify the processes and issues, such
as safety hazards and design optimization parameters, which arise specifically during extended periods in zero- and
microgravity. The next step in developing a better physical understanding of long-term cryogenic storage systems
and finding new engineering design solutions is to obtain new fundamental data from on-orbit cryogenic storage
experiments. We propose a conceptual design for an ISS-based medium-scale cryogenic storage tank experiment
that would probe vapor bubble formation, growth, motion, coalescence and collapse in the presence of localized heat
sources in a microgravity environment in the presence of stirring jets of different configurations and passive cooling
devices such as MLI, thermodynamic vent system, and vapor-cooled shield.

I Introduction

This paper aims at discussing some of the basic physics
issues associated with long-term storage of cryogenic liq-
uids in zero gravity or microgravity environments. By
“long-term” we mean, for example, the durations of the
currently envisioned extended storage periods in the low
earth orbit (LEO), which range from months to years. For
NASA’s present and future space exploration missions,
understanding the behavior of cryogenic liquids over long
periods of storage is of crucial importance, because of
the fundamental role played by cryogenic propellants, pri-
marily liquid hydrogen (LH2) and liquid oxygen (LOX),
in rocket propulsion, specifically for long-range missions
[1]. The very feasibility of using liquid propellant engines
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based on LH2 and LOX in the future long-range missions
depends on the success of storing these propellants un-
der microgravity or zero gravity for extended periods of
time. One of the currently considered exploration strate-
gies calls for the development of propellant storage and
transfer facilities in LEO [2]. These “fuel depots” will
need to be able to spend significant amounts of time (at
least on the order of several months) in LEO without any
substantial propellant losses due to boil-off [2–5]. With
the current passive heat insulation technologies, it is the-
oretically possible to reduce the cryogen boil-off rate to
below 3% per month [6]. Even so, this issue becomes
a challenge when the required storage duration exceeds
6 months, and yet a greater one for manned missions to
Mars [7].

Cryogenic fluid management (CFM) in microgravity
provides a number of fundamental physical challenges,
many of which were previously discussed in the litera-
ture [6, 8–13]. This is especially relevant to storage of
LH2 because of its low critical temperature. One of the
main features of microgravity environments is that due to
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much-reduced levels of g-forces and their generally time-
varying character, the vapor bubbles that form as a result
of boil-off at the tank walls mainly near MLI penetra-
tions (hot-spots) will not rise quickly towards the ullage
space, as they do under normal gravity. Instead, they may
slowly grow to very large sizes (tens of centimeters), or
they may detach from the wall, migrate toward the stagna-
tion areas of the stirring flow and accumulate there, form-
ing regions of saturated liquid and complicated foam-like
vapor-liquid structures whose properties may be not easy
to control. These processes are governed by the complex
heat transfer mechanisms in the near-wall region; capil-
lary and g-forces; complex dynamics of nucleate boiling;
bubble growth, detachment and collapse; chemical traces
that can accumulate in the liquid with time and affect its
properties. In long-term storage missions foam or bub-
ble colonies can grow at the expense of the single ullage
space. They may not be easily removed by tank pressur-
ization because the heat released from vapor condensation
may raise the temperature of the liquid surrounding the
bubbles to the saturation temperature at the higher pres-
sure. Capillary forces may be sufficiently strong to pre-
vent the detachment of the foam from the tank walls by
any realistic stirring flow that keeps the ullage intact. Ba-
sic challenges, therefore, include control of the tank pres-
sure, temperature, ullage space size and location, boil-off
venting, and work of liquid acquisition devices (LAD)
that can be clogged by the foam. Similarly, since the role
of buoyancy-driven convection, which is the main mech-
anism of heat transfer on earth, is greatly reduced in mi-
crogravity, heat transfer mechanisms will be significantly
altered. Vapor and fluid motion, in turn, will be dominated
by the capillary forces, heat transfer-mediated bubble dy-
namics, bubble coalescence and the induced thermocapil-
lary convection. The resulting bubble patterns and near-
wall dynamics, especially around the MLI penetrations
can substantially depend on the type of the wall material,
chemical traces, vibrations and other external factors.

In view of these complications, the basic technical is-
sues that need to be dealt with in today’s design of suc-
cessful cryogenic storage and transfer devices for long-
term operation in microgravity: heat transfer manage-
ment, pressure control, design of tank stirring, mass gaug-
ing, liquid acquisition, and fluid transfer are much more
challenging [11], compared to the Apollo era short dura-
tion missions, in which a low level of gravity was propul-
sively maintained [14–16].

A successful treatment of the pressing technical issues
of cryogen management in microgravity is impossible
without a thorough mechanistic understanding of the un-
derlying physical processes of nucleate boiling. Surpris-
ingly, detailed physical understanding of nucleate boiling
phenomena is still lacking today (see e.g. [17]). This
may be due to the fact that boiling is a strongly non-

equilibrium phenomenon in which an interplay between
stochastic nucleation events at the micro-scale and com-
plicated deterministic nonlinear dynamics at macro-scale
takes place (for reviews, see [18–20]). At the same time,
since microgravity presents quite a different environment
compared to the usual environment on earth, one should
exercise caution in applying the engineering correlations
developed under earth gravity conditions to the design of
cryogenic systems to be operated in space [20,21]. To ad-
dress the above technology gaps, it is necessary to collect
fundamental data on liquid-vapor structure and dynam-
ics during long-term storage in microgravity from care-
fully designed in-space long-duration experiments. Ex-
perimental work should be done in combination with a de-
tailed physics analysis, mechanistic modeling, first princi-
ples computational and multi-scale approaches.

Here we perform some basic physical estimates in or-
der to evaluate the relative importance of different phys-
ical processes during long-term cryogenic storage. We
concentrate our efforts on LH2, since it is the cryogen of
primary importance to rocket propulsion and is also the
most difficult in terms of CFM due to its low boiling point.
Let us emphasize that we aim at obtaining only relatively
rough estimates that take into account the long-term na-
ture of storage. Thus, our main tool will be dimensional
analysis, with minimal reference to more advanced math-
ematical tools. Once the main physical processes acting
on the considered long timescales are identified, relevant
space experiments can be designed and more precise cal-
culations may be made using advanced mathematical and
high-fidelity computational tools. In short, our main goal
is to identify these processes and the issues, such as safety
hazards and design optimization parameters, which arise
specifically during extended periods in microgravity.

II Background

We start with some basic considerations relevant to large-
scale cryogenic storage in microgravity. To fix ideas,
let us consider one of the proposed designs for the LH2
tank of the Earth Departure Stage (EDS) for moon mis-
sions [22], in which the tank has the shape of a rounded
cylinder with height H0 = 12 m and radius R0 = 2.5 m,
containing 15 tons of LH2. The scale of the tank is similar
to that used in the S-IVB stage of the Saturn V rocket in
the 1960’s and 70’s, and a brief comparison is, therefore,
appropriate.

Indeed, NASA’s most comprehensive experience with
large-scale cryogenic storage tanks in orbital conditions
goes back to the Apollo moon missions1 [15, 16, 24]

1We note that liquid helium (LHe) has flown for extended periods
of time on a number of scientific missions [13]. Let us point out, how-
ever, that in these missions LHe is chilled down to the superfluid state.
This makes the case of LHe storage very different from all other cryo-
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(see also reviews of other CFM experimental activities
in [9, 14]). The third stage of the Saturn V rocket was
propelled by LH2 and LOX, 19,800 kg and 88,800 kg,
respectively (here and below the numbers are from the
Apollo 17 mission [25, 26]). About a quarter of the pro-
pellants (5,000 kg of LH2 and 25,200 kg of LOX) was uti-
lized for orbital insertion, and the remaining amount was
used for the translunar injection burn. Once in orbit, the
third stage spent about 3 hours in LEO. The tank insula-
tion (polyurethane foam attached to the tank interior wall)
brought the LH2 boil-off amount down to about 1,000 kg,
still an acceptable margin of under 10% of LH2 available
for the second burn. The flow of continuously vented hy-
drogen vapor (GH2) was used to provide enough thrust
(on the order of 10−5g−10−4g) to ensure that the propel-
lants were settled at the bottoms of the tanks at all times
during the orbital coast phase. The presence of small up-
ward g-force ensured that the boil-off bubbles rose in the
thin convective layer along the tank walls without entering
the bulk liquid. Immediately prior to the second burn, the
LH2 tank was rapidly pressurized by the stored heated he-
lium gas (GHe), raising the tank pressure from about 1.5
to 2 atm. This short-time pressurization, followed by fir-
ing of the ullage motors must have condensed the smaller
vapor bubbles and made the larger bubbles move towards
the ullage. The resulting LH2 liquid at the bottom of the
tank should have, therefore, contained little or no bubbles,
allowing to safely fire the engine. After that, the thrust of
the engine maintained the gas-free liquid at the LH2 in-
take, with screens adding an extra protection.

While hugely successful in bringing man to the surface
of the moon and back, this approach may not be applied to
the missions currently under consideration. They key rea-
son why the Apollo CFM approach worked for the lunar
program was that the required in-orbit storage time for the
cryogenic propellants was short enough, so it was possi-
ble to tolerate a large boil-off rate and, as a consequence,
avoid microgravity conditions altogether during the time
in orbit. Thus, the Apollo approach carefully avoided
dealing with long-term CFM issues associated with mi-
crogravity. Any kind of large modern long-range mission,
however, would require storing cryogens for extended pe-
riods of time. To achieve this, one would need to drasti-
cally reduce the amount of boil-off and work in micro-g
or zero-g environments. New approaches are, therefore,
needed to answer these emerging challenges.

Modern multi-layer insulation (MLI) allows to dramat-
ically reduce the boil-off rate compared to the Apollo
missions. Let us assume that the tank is wrapped in an
MLI blanket of 50 layers. Using the Lockheed correla-
tion [27], we can estimate the heat flux through the MLI,

gens, since, in contrast to all other cryogens, superfluid LHe has infinite
heat conductivity [23], which prevents it from thermal stratification and
nucleate boiling.

given the outer environment temperature T0 ' 240K, to
be q0 ' 7.4 × 10−2 W/m2 [28]. Taking for simplicity
the tank area to be S0 = 2πR0H0 ' 200m2, we ob-
tain a lower bound of Q0 = q0S0 ' 15 W for the total
heat flow into the tank, with the corresponding boil-off
rate of at least 90 kg/month, or 0.6% of the propellant
mass per month. Of course, these numbers must under-
estimate the actual heat flow, since they do not take into
account heat leaks through various MLI penetrations by
struts, feed lines, etc., as well as imperfections in the MLI
itself. Let us also note that the heat flux depends very sen-
sitively on the outer environment temperature T0. In the
extreme case of T0 ' 400K, we find q0 ' 0.8 W/m2, an
order of magnitude higher than the one computed previ-
ously, resulting in the heat flow of Q0 ' 160 W and an
unacceptably high boil-off rate of 6% per month.

Even with very efficient MLI insulation, the loss of pro-
pellant becomes prohibitive for extended missions. There-
fore, active boil-off reduction techniques are necessary to
improve retention of usable propellants. One idea devel-
oped over recent years is to employ zero-boil-off tech-
nology (ZBOT) [3, 29–31]. While ZBOT approach was
demonstrated to be successful in the case of cryogens
with higher boiling points, e.g. LOX, no cryocoolers en-
abling ZBOT yet exist that could operate at LH2 tempera-
tures [32]. Another idea to further decrease the heat inflow
into the LH2 tank is to use the concept of broad area cool-
ing (BAC), whereby the tank is surrounded by a network
of tubes carrying a coolant fluid [6, 12, 30, 32, 33]. Cir-
culating the fluid through the tubes with the subsequent
heat removal by cryocoolers operating at higher temper-
ature may then allow to significantly reduce heat pene-
tration. Use of vapor-cooled shield (VCS) [6, 7, 13, 34]
would be particularly efficient, since thermalizing GH2
with the outer layers of the MLI could increase the stor-
age time up to a factor of 6 (see Secs. III.1.3 and III.1.4
for more details). We note, however, that strong localized
heat leaks through MLI penetrations (the main subject of
the present paper) provide one of the greatest CFM chal-
lenges for long-term cryogenic storage.

III Physics of long-term cryogenic storage

Let us now perform some basic estimates for the sample
15-ton LH2 tank whose dimensions were introduced in
Sec. II. Since the precise parameters of the MLI perfor-
mance admit significant variation, we will take an overall
heat leak per unit area with an ample margin: q0 = 0.4
W/m2, giving a total heat influx of 80W through the MLI
(see also [6,28]). In addition, we will assume that another
40W of heat enters the tank via penetrations in the form
of localized heat sources, giving the total incoming heat
flow of Q0 = 120W. We note that MLI penetrations, such
as support struts, feed lines, etc., may provide the greatest
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Parameter Value Meaning

DHe 5× 10−9 m2/s Diffusivity of helium in LH2
H0 12 m Tank height
P 5 - 15 W Local heat leak power
Q0 120 W Total heat leak
R0 2.5 m Tank radius
Rg0 1.8 m Ullage bubble radius
RH2 4,124 J/(kg·K) Gas constant of hydrogen
RHe 2,077 J/(kg·K) Gas constant of helium
S0 200 m2 Tank surface area
T0 240K Exterior environment temperature
TL0 20.3K Subcooling temperature
Ts0 22K Saturation temperature of LH2
V0 240 m3 Tank volume
Vg0 24 m3 Ullage volume
cL 10,820 J/(kg·K) Specific heat of LH2 at p =const.
cv 13,030 J/(kg·K) Specific heat of GH2 at p =const.
cw 10 J/(kg·K) Specific heat of aluminum
g0 9.81 m/s2 Earth’s acceleration of gravity
g 0− 10−6g0 Microgravity acceleration
h 1 cm Tank wall thickness
p0 1.6 atm Operating pressure
q0 0.4 W/m2 Heat flux through the MLI
qL 4.35× 105 J/(kg·K) Latent heat of LH2 vaporization
βL 0.0192 K−1 LH2 thermal expansion coefficient
κL 0.101 W/(m·K) Heat conductance of LH2
κv 0.019 W/(m·K) Heat conductance of GH2
κw 20 – 200 W/(m·K) Heat conductance of aluminum
µL 1.16× 10−5 Pa·s Viscosity of LH2
ρL 68.7 kg/m3 Density of LH2
ρv 2.07 kg/m3 Density of GH2
ρw 2,700 kg/m3 Density of aluminum
σL 1.65× 10−3 N/m Surface tension of LH2

Table 1: Physical parameters used in the estimates.

challenge in the tank’s heat management. For example,
taking the characteristic parameters of the orbiter support
strut from the Space Shuttle external tank, which is a tubu-
lar structure of radius R ' 20 cm, thickness d ' 5 mm
and length L ' 1 m, with thermal conductivity κ ' 7
W/(m·K) of Inconel 718 alloy at T ' 100K [35], we find
that the conductive heat leak into the tank can be esti-
mated as Qstrut ' 2πκRdT0/L = 11W. Note that this
formula may significantly underestimate Qstrut, since it
does not take into account the additional heat entering the
strut through its own thermal insulation. Similarly, for a
titanium strut with d ' 1 cm and κ ' 15 W/(m·K) [36]
we findQstrut ' 45W, and for Al 2219 strut with d ' 1.5
cm and κ ' 70 W/(m·K) [37] we find a prohibitively high
Qstrut ' 320W. In view of the preceding considerations,
however, the conductive heat leaks must not exceed sev-
eral Watts per penetration in order for the tank to remain
within the acceptable thermal budget. There is, therefore,
a significant trade-off between the structural and thermal
properties of the materials used, requiring strong materi-
als with low thermal conductivity and a possible need for
external penetration cooling [6].

To proceed, we need to specify the operating parame-
ters for LH2 in the tank. We will assume that the tank
is initially at pressure p0 = 1.6 atm, corresponding to
the saturation temperature Ts0 = 22K of LH2 (parahy-
drogen), and that LH2 is subcooled to TL0 = 20.3K,

corresponding to saturation temperature at 1 atm. Here
and everywhere below the definitions and values of the
parameters of hydrogen used are listed in Table 1 (for
pressure p0 at saturation [38]). Initially, a 10% by vol-
ume ullage space with volume Vg0 = 24 m3 is present,
pressurized by cold GHe. The required mass of GHe
to produce the excess pressure of 0.6 atm is equal to
MHe = (p0 − patm)Vg0/RHeTL0 ' 35 kg. We note that
at large ullage volumes (as LH2 is lost due to boil-off or
transfer from the tank), large amounts of cold helium gas
are required to pressurize the tank. For example, when the
ullage occupies 50% of the tank volume, one would need
to supply 175 kg of GHe, respectively. In practice, even
greater amounts of helium may be required due to dis-
solution of GHe in LH2 on long storage timescales (see
Sec. III.1.5). The liquid is subcooled in order to avoid the
presence of vapor bubbles in the bulk LH2, which are a
potential hazard for engine restart, etc.

III.1 Basic thermodynamics

We begin by evaluating the heat budget of the tank and
related issues.

III.1.1 Time to saturation

First, let us calculate the time needed for LH2 to come
from the subcooled condition to the saturation tempera-
ture under an assumption of perfect mixing (e.g. by an
active mixer inside the tank) and in the absence of any
boiling and active cooling. This time is given by equat-
ing the total amount of heat that entered the tank to the
increase in the LH2 sensible heat:

tmixed
saturation = cLρL(V0 − Vg0)(Ts0 − TL0)/Q0 ' 26 days.

On the other hand, in the absence of mixing, boiling, and
any g-forces the heat will only penetrate from the tank
wall to the depth equal to the thermodiffusion length l =√
κLt/(cLρL) of LH2 in time t. Then the same balance

leads to

tthermodiffusive
saturation = cLρLκL(Ts0 − TL0)2/q2

0 ' 16 days.

Note that, replacing Ts0 in this equation with 23K, one can
see that in order to achieve a superheat of∼1K at the tank
wall (at which nucleate boiling normally occurs in LH2
under normal conditions on earth [39–41]), one would
need to wait t ' 40 days. Finally, for a tank in LEO,
taking into account convective transport in microgravity
with g = 10−6g0, we obtain for the tank wall temperature
Tw an estimate Tw−TL0 ' 0.22K, which is based on the
Nusselt number NuR0

= q0R0/(κL(Tw − TL0)) ' 46
and the Rayleigh number for these parameters Ra =
gβL(Tw − TL0)cLρ

2
LR

3
0/(µLκL) ' 2.8 × 107, and we

used the correlation NuR0
= 0.15Ra1/3 [42, Eq. (9.31)].
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Thus, the timescale on which the bulk of LH2 heats to
the boiling point under the considered heat loads in the
absence of any other sources and sinks of heat is about
1 month. Note that on such a long timescale heat con-
ductance alone is sufficient to carry the heat into the tank
interior.

III.1.2 Time to complete evaporation

On the other hand, assuming that the tank is maintained
at constant pressure p0, we can find the LH2 storage time
by equation the total heat that entered the tank to the heat
needed to vaporize all the LH2:

tstorage = ρL(V0 − Vg0)(qL + cL(Ts0 − TL0))/Q0,

about 22 months. In particular, about 700 kg or ∼5% by
volume, of LH2 will be lost to boil-off in one month. This
also means that cold GHe needs to be supplied at a rate of
∼16 kg/month to maintain LH2 at subcooled conditions.

While it will take on the order of one month in the ab-
sence of any other heat sinks for the bulk of LH2 to be
heated to the saturation temperature, local boiling may
begin soon due to the localized heat sources through pen-
etrations. With the power from those sources equal to
Q0 − q0S0 = 40W and assuming that the boil-off bub-
bles remain attached to the hot spots on the tank walls, we
can estimate the the rate of boil-off of GH2 as

ṀGH2,boil-off =
Q0 − q0S0

qL + cL(Ts0 − TL0)
' 8 kg/day. (1)

This results in an increase of the tank pressure at the rate
of ṗ = ṀGH2,boil-offRH2Ts0/Vg0 ' 0.3 atm/day.

III.1.3 Vapor-cooled shield and broad area cooling

The use of VCS can significantly reduce the amount of
boil-off by utilizing sensible heat of the boil-off vapor
[6, 7, 13, 34]. If the GH2 is simply vented overboard,
the amount of heat removed from the tank by the vapor
will be Qboil-off ' qLṁGH2, where ṁGH2 is the mass
flow of GH2 through the vent. If, on the other hand,
the vapor is allowed to thermalize with the outer sur-
face of the MLI at temperature T0 ' 240K before be-
ing vented, the amount of heat removed equals QV CS '
(qL + cv(T0 − Ts0))ṁGH2 (taking into account that the
specific heat of GH2 does not vary significantly with tem-
perature in the considered interval [38]). The ratio of the
two is given by

QV CS/Qboil-off ' 1 + cv(T0 − Ts0)/qL ' 7.5. (2)

This means that the use of VCS may reduce boil-off rate
for a fixed heat load by over a factor of 7 by intercept-
ing the heat entering into the tank. Further increase in
the efficiency may be achieved by passing the warm GH2
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Figure 1: Cooling a penetration by GH2 from TVS. (a)
The tank schematics and (b) the close-up of the cooled
penetration. In (a), the TVS schematics is taken from [44].

through para-ortho converters [7].
BAC is another promising concept that takes advantage

of actively cooled GHe running through tubes within the
MLI to capture the heat entering from the tank environ-
ment and allows to significantly reduce the heat flow per
unit area through the MLI [32] (see also [33] for a related
concept of active co-storage). One of the main difficul-
ties in applying the BAC technology is efficient thermal
bonding of the BAC tubing to the tank structures [6, 30].
Recently, both the “tube-to-tank” and the “tube-to-shield”
concepts, whereby the BAC tubing is bonded either di-
rectly to the tank wall or to an intermediate layer of the
MLI, respectively, have been successfully demonstrated
[12, 30, 32, 43]. Let us point out that these concepts may
also be used as part of a VCS in conjunction with thermo-
dynamic vent system (TVS) [34]. Note, however, that in
the absence of boiling inside the tank the VCS/TVS sys-
tem may not be able to intercept the incoming heat, since
the heat entering the tank may raise the LH2 temperature
locally near the tank walls without producing a pressure
or bulk LH2 temperature rise. In this case, the TVS will
not operate, and the propellant heating near the tank walls
may lead to the potentially dangerous explosive nucleate
boiling hazard (see Sec. III.3.2 for more detail). We also
note that in order for the tube-to-tank BAC design to work
in an LH2 tank, the cold GHe must be circulated at the
temperature of about 20K to avoid boiling of LH2 at the
tank walls. Since no efficient cryocoolers currently exist
operating at these temperatures, the tube-to-tank concept
is not currently applicable to LH2 storage.

III.1.4 Heat leak through penetration

One of the most challenging problems in the tank heat
management is to control the heat leaks from various MLI
penetrations, such as the tank structural supports (struts)
and propellant feed lines, see Fig. 1 [6]. As was discussed
in Sec. III.1.3, using either VCS or BAC for passive or ac-
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Figure 2: Heat conductance through a simplified fitting assembly, consisting of an Inconel-718 strut bolted to the
tank surface through a glass-phenolic isolator. (a) The schematics of the vertical cross-section of the assembly. (b)
Temperature distribution on the assembly surface (see color bar for the map to degrees Kelvin). (c) Temperature
distribution for several vertical cross-sections. The results are obtained with the help of ANSYS CFX software.

tive cooling of the heat shield, respectively, one could all
but eliminate the heat leaks through the MLI into the tank.
In this case, the penetrations will provide most of the heat
load to the propellant. Note that in contrast to the MLI,
where radiative heat transfer dominates, it is not possible
to adapt the active tube-to-shield BAC concept operating
at intermediate temperatures (see Sec. III.1.3) to intercept
most of the heat coming through penetrations because of
the dominant role of conductive heat transfer there. A nat-
ural idea (an extension of the VCS concept) is, therefore,
to sacrifice some of the stored hydrogen to passively cool
the penetrations at their points of contact with the tank
walls and, in particular, to suppress possible boiling in
those areas. The hydrogen is most conveniently supplied
by TVS, providing a regulatory feedback between the tank
heat load and the amount of LH2 used for cooling.

Let us assume for simplicity that the tank contains
Nstrut = 8 identical penetration structures (struts). If
all the heat enters the tank through penetrations, each
strut is assumed to carry heat in the amount of Qstrut =
Q0/Nstrut = 15W conductively into the tank. This num-
ber is consistent with the values obtained from the high fi-
delity computational analysis of heat conduction through
a simplified fitting assembly, consisting of a cylindrical
Inconel-718 strut 50 cm long, 20 cm in diameter and 5 mm
thick covered with a 1 cm thick layer of foam insulation
and bolted to the tank surface through a glass-phenolic
isolator (Fig. 2). The total heat flux through the assembly
into the tank was found to be 32 W. A similar number was
found for a strut made of Ti6Al4V alloy, and a consider-
ably larger value of 84 W was found for a strut made of
Al-2219 alloy. Note that we found that in all cases most of
the heat passes into the tank through the attachment bolts.

Under our assumptions about the storage times for the
tank, the maximum available LH2 budget (not including
the effect of VCS or BAC) that can be used to cool the

penetrations is

Jstrut = Qstrut/qL = 3.3× 10−5 kg/s. (3)

This mass flow of cold GH2 and/or LH2 can be used, e.g.,
to locally cool the MLI penetrations in the shape of thick
pipes. We consider a helical coil in perfect thermal con-
tact with the strut surface, which is formed by winding
a thin hydrogen-carrying tube around the strut (see Fig.
1). Assume that the temperature of GH2 flowing inside
the coil tube that winds around the hot strut changes from
Tv = T1 to Tv = T2. By thermodynamic considerations,
we must have Qstrut = cp(T2−T1)Jstrut. It then follows
that the GH2 supplied at T1 = TL0 = 20.3K will have the
capacity to remove Qstrut = 15W from the strut, if it is
heated to T2 ' 65K.

Let us now estimate the length of the tube which can
remove this heat flow. For steady turbulent flow, the heat
transfer coefficient htube can be obtained from the Dittus-
Boelter correlation [42]

htube =
κv

2Rtube
Nutube,

Nutube ' 0.023× Re
4/5
tube Pr

1/3
tube, (4)

where Nutube, Retube and Prtube are the Nusselt,
Reynolds and the Prandtl number associated with the gas
flow in the tube, respectively. Note that the formula in Eq.
(4) can be equivalently rewritten as

htube = 0.023cp

(
Jstrut

πR2
tube

)4/5(
µv

2Rtube

)1/5

Pr−2/3,

(5)

i.e, at fixed Jstrut the heat transfer coefficient is propor-
tional to R

−9/5
tube and, therefore, grows rapidly with de-

crease of Rtube. Considering a tube of radius Rtube = 2
mm, we find that for the mass flow given by Eq. (3) we
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have Retube ' 104 and Prtube ' 0.8, giving the Nus-
selt number Nutube ' 32 and the heat transfer coefficient
htube ' 130 W/(m2·K). This corresponds to the power
Ploop ' 4π2RtubeRstruthtube(Ts0−TL0) = 1.8W taken
away by the first loop of the tube, which is insufficient
to take away all the heat. Let us note that by the Darcy-
Weisbach equation [45, 46] the pressure drop ∆p = p1

ensures the flow Jstrut in a tube of this radius and length
L ' 200 m.

The analysis of the heat exchange between the strut
maintained at T = T0 at the warm end and in thermal
contact with several loops of cold GH2-carrying tubes is
rather involved and is presented in [47]. The results de-
pend significantly on many factors, including the dimen-
sions and the material of the penetration. Similarly, the
ability of the tube to take away the heat from the penetra-
tion depends in a non-trivial way on these factors. One
should, therefore, carefully consider the heat conduction
problem associated with penetrations in order to asses the
feasibility of the proposed cooling strategy. One impor-
tant factor to keep in mind is that, according to the model
predictions, the efficiency of the proposed vapor cooling
system decreases with an increase in the effective heat
conductance coefficient of the strut. The latter must also
include the effect of the additional heat conduction path-
ways introduced by the highly conducting thermal bond-
ing material and the tubes themselves.

III.1.5 Helium dissolution hazard

We point out that at TL0 = 20.3K the solubility limit of
GHe in LH2 is∼0.5% by weight [48]. Therefore, all LH2
in the tank is capable to absorb up to 75 kg of GHe, which
is about 2 times more than the massMHe ' 35 kg of GHe
in the ullage at the beginning. Let us estimate the time
in which GHe may dissolve in LH2. Taking the diffusion
coefficient of the dissolved heliumDHe = 5×10−9 m2/s
(assumed to be of the same order as the available value
for neon [49], see also [50]), assuming that the ullage has
the shape of a spherical bubble of radius Rg0 = 1.8 m
and estimating the diffusive flux at the ullage boundary
to be DHeρHe,sat/lHe, where ρHe,sat = 0.005ρL is the
helium saturation density and lHe =

√
DHet is the helium

diffusion length, respectively, in LH2, we obtain that in
the absence of active mixing the dissolved mass of GHe
in time t is

MHe,dissolved ' 4πR2
g0lHeρHe,sat,

MHe,dissolved ' 1.6 kg, t = 1 month. (6)

Let us note that in the presence of active mixing the rate
of GHe dissolution may be significantly higher. For ex-
ample, if LH2 is circulated with an average axial velocity
ubulk = 1 mm/s across the tank, then the Peclet num-
ber Pe = 2Rg0ubulk/DHe ' 7 × 105 for the ullage

bubble. Therefore, the dimensionless Sherwood num-
ber Sh = 0.65Pe1/2 ' 550 (see [51, Eq. (3.52)], as-
suming spherical ullage in a background flow with ve-
locity ubulk), and the dissolution rate becomes ṀHe =
2πRg0DHeρHe,satSh ' 30 kg/month. Thus, the entire
mass of GHe may dissolve in LH2 in only one month,
leading to the collapse of the ullage pressure. The dis-
solution rate may further increase due to ullage bubble
motion. Therefore, on the long-term storage timescales
one needs to evaluate the potential ullage collapse haz-
ard due to GHe dissolution in LH2. One also needs to
take into consideration the possible effect of dissolved
non-condensible helium gas on the boiling characteris-
tics [20, 52, 53].

III.2 Pressure control

When the sufficient level of superheat is reached at the
tank walls and/or enough heat enters through penetrations,
nucleate boiling will start. As vapor is created due to boil-
off, the tank pressure rises, requiring venting in the ab-
sence of heat removal. As was shown in Sec. III.1, with
the considered heat leak the excess pressure p0−patm will
increase by a factor of two in just 2 days in the absence of
venting.

In microgravity, venting becomes and issue, since the
location of the ullage space in the tank is not known
and, therefore, it is not possible to guarantee that vapor,
not liquid, is vented in the process. Note that venting
LH2 caused the vehicle to tumble out of control during
the AC-4 test flight in 1964 [8, 9]. To circumvent this
problem, TVS technology is proposed, in which the two-
phase mixture of liquid and vapor may be expanded in a
Joule-Thompson device and then passed through a heat
exchanger to take away heat from the warmer fluid in the
tank, see Fig. 3 for schematics [6,10,30,44]. We note that
ideally the work of TVS would result in the LH2 loss rate
equal to that of a tank with the same heat budget venting
the vapor directly overboard. In practice, increased losses
are inevitable due to finite TVS efficiency.

The basic physical principle of TVS operation is to con-
trol tank pressure by keeping the bulk LH2 at subcooled
conditions. Therefore, successful operation of TVS relies
crucially on its ability to efficiently move heat from the
regions of nucleate boiling to the TVS heat exchanger in-
side the tank by utilizing fluid mixers, such as an axial jet
or spray bars. We note that, on one hand, LH2 circulation
must be sufficiently strong in order for the heat through
penetrations to be removed from vapor bubbles. On the
other hand, if the circulation is too strong, then the ul-
lage bubble may be distorted or fragmented, resulting in
its possible capture by the TVS intake.
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Figure 3: A Tank/TVS configuration with an axial jet
mixer. Blue arrows indicate LH2 circulation; red arrows
indicate heat influx through the MLI; on the left, a vapor
bubble is attached to a hot spot (red) at the point of a lo-
calized heat leak through a penetration.

III.2.1 TVS hazard induced by ullage motion

In microgravity the ullage containing the saturated vapor
and helium can drift to the TVS intake and become cap-
tured by it. This dangerous effect is unexplored. It may
cause the TVS to cease normal operation. Bubbles con-
taining helium may come out of the TVS, decreasing the
helium mass in the main ullage. These effects may cause
generation of many new bubbles with GHe and the for-
mation of the multi-phase liquid-gas foam instead of the
regular ullage. It maybe then be impossible to annihilate
this foam by pre-start pressurization, since the collapsing
bubbles will contain non-condensible helium gas.

To estimate the critical LH2 circulation velocity ubulk,
above which the ullage motion hazard becomes sig-
nificant, we compute the flow Weber number We =
2ρLu

2
bulkRg0/σL. The flow will begin to affect the shape

of the ullage bubble when the Weber number We & 1;
for example, for ubulk = 5 mm/s we will have We ' 4,
indicating the onset of ullage motion [19].

III.2.2 Boiling near hot spots

Let us now estimate the rate of heat removal from a bub-
ble growing near a hot spot at the tank wall. A detailed
treatment of this question is difficult without specifics of
the LH2 flow pattern, which depend on the tank design

(see [31, 54] for recent numerical studies). Therefore, for
simplicity we will assume that LH2 flow is generated by
the axial jet which creates a counterflow pattern (see Fig.
3), in which LH2 moves with average velocity ubulk in
the region r < R0−L, where r is the distance to the tank
axis, and with average velocity ucounter in the opposite
direction in a layer of thickness L next to the tank wall.
Since at the wall the flow velocity is zero, in a laminar
flow the magnitude of the LH2 velocity next to a bubble
of radius R may be estimated as uloc ' 4Rucounter/L,
where we used linear interpolation from u = 0 at r = R0

to u = 2ucounter at r = R0 − L for the axial liquid ve-
locity u. From mass conservation we find that

uloc ' 4Rubulk(R0 − L)2/(2R0L
2 − L3). (7)

Taking L ' 1 m and the value of ubulk = 5 mm/s
obtained in the preceding paragraph, one can see that a
localized heat source with power P = 5W may produce a
steady bubble of radiusR ' 13 cm. This follows from the
balance of heat, taking into consideration that the Nusselt
number NuR = P/(2πRκL(Ts0 − TL0)) ' 35 for the
bubble can be correlated as NuR = 0.65Pe

1/2
R with the

Peclet number PeR = 2ulocRcLρL/κL ' 3000 in this
case (see [51, Eq. (3.52)]), assuming small contact angle
and, hence, an almost spherical bubble, and ignoring the
presence of the wall for the flow for simplicity). Simi-
larly, a bulk velocity ubulk = 1 mm/s would result in a
steady bubble of radius R = 20 cm. We note that even
with this smaller value of the circulation speed ubulk one
would need to supply LH2 through the axial jet at the rate
GLH2 = π(R0 − L)2ρLubulk ' 0.5 kg/s, which, for an
axial jet with an orifice of 10 cm diameter would require
the fluid velocity of about 1 m/s. The corresponding cir-
culation time for the whole tank would be 8 hours in this
case. At the same time, for a given leak power the system
will not be able to control the growth of bubbles attached
to hot spots whose radii are smaller.

III.3 Dynamics of bubble growth and collapse

We now discuss the dynamics of vapor bubbles inside
LH2 in more detail.

III.3.1 Onset of bubble nucleations at hot spots

Let us begin by estimating the time needed for a single
bubble to appear near a localized heat leak with power
P = 5W. We assume that the heat enters the tank through
a penetration connected to the exterior side of an alu-
minum LH2 tank. We note that in contrast to the Apollo
design, in which thermal insulation was on the interior
tank surface [16], the MLI has to be installed on the
tank’s exterior surface, since it needs to operate in vac-
uum. Hence, in the absence of any special inner surface
coating, the stored LH2 will be in contact with a highly
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conductive metal surface. At TL0 = 20.3K, heat conduc-
tance κw of the tank wall lies in the range of 20 – 200
W/(m·K), depending on the composition of the aluminum
alloy used [13, 55]. Also note that bubble inception su-
perheat will be higher than the one needed to maintain
nucleate boiling and will vary depending on the tank wall
finish [20, 56–58].

Suppose first that LH2 is at the subcooled tempera-
ture TL0 when the heat leak is applied. Because of the
much higher heat conductance of aluminum, this heat will
first spread into the tank wall. If lw =

√
κwt/(cwρw)

is the thermodiffusion length of aluminum, then one can
roughly estimate the temperature increase in the tank wall
by equating the amount of heat Pt entering aluminum in
time t to the heat content πl2whcwρw(T −TL0) of a cylin-
drical section of the tank wall with radius lw and thick-
ness h. The timescale of temperature spreading may also
be estimated by equating lw to r0:

tw = cwρwr
2
0/κw ' 0.3 s÷ 3 s, (8)

where r0 ' 5 cm is the radius of the penetration. A more
precise analysis [47] gives an extra logarithmic factor in
the expression for the maximum temperature in the hot
spot:

T ' TL0 + P/(4πhκw) ln(6.1t/tw). (9)

Taking h = 1 cm, we find that for t = 3tw the value
of T varies in the range 21K – 26K, depending on the
heat conductance κw. Therefore, three distinct scenarios
are possible, depending on the values of κw and P in the
absence of boiling.

The first scenario is realized, if the heat leak power P
is sufficiently high and the heat conductance κw is suffi-
ciently low. For the considered value of P and κw = 20
W/(m·K), which is at the low end of the range of κw,
by Eq. (9) we get T ' 24K already at t = tw = 3
s. This corresponds to superheat of 2K, already above
the nominal 1K superheat for the nucleate boiling onset in
LH2 [39–41]. In this situation, nucleate boiling will start
immediately, with all the heat going into a single vapor
bubble.

The second scenario is realized when the heat conduc-
tance κw is sufficiently high. Then in the presence of
losses through convection the heat from the leak spreads
to distances up to [47]

ls = (κwhR0/(κLNuR0
))

1/2
, (10)

where NuR0
is the Nusselt number associated with con-

vection. The maximum temperature in the hot spot can be
estimated as [47]

maxT ' TL0 + P/(2πκwh) ln (1.85ls/r0) . (11)

For example, with κw = 200W/(m·K), corresponding to
the high end of the range of κw, and NuR0 ' 46 estimated
in Sec. III.1 for free convection in microgravity, we obtain
ls ' 1 m. About the same Nusselt number is also obtained
for forced convection with average velocity ubulk = 1
mm/s considered in Sec. III.1, using the correlation [42,
Eq. (7.23)]

NuR0 = 0.332×
(
ρLubulkR0

µL

)1/2(
cLµL
κL

)1/3

' 44.

Then, according to Eq. (11), we get maxT ' 21.8K, so
the temperature in a hot spot remains below the saturation
temperature, and the heat is removed convectively from
the leak, as desired. Note that in zero gravity and absence
of any boiling or mixing the value of ls in Eq. (11) should
be replaced with R0, and the value of TL0 should be re-
placed with the spatially averaged tank temperature Tw0.
The latter will be increasing on the timescale tthermodiffusion

sat
(see Sec. III.1), eventually leading to nucleate boiling.
On the other hand, an addition of an active mixer next to a
hot spot will further reduce the value of ls and, therefore,
further suppress boiling. This may be a better strategy
for mitigating the effect of heat leaks through MLI pen-
etrations (compare with the strategies discussed in Sec.
III.1.4).

The third scenario is realized when the wall heat con-
ductance is low, and the heat leak power is also suffi-
ciently low, provided that convective heat transfer is neg-
ligible. The latter takes place, e.g., in zero gravity and in
the absence of active mixing. We consider this scenario in
more detail in Sec. III.3.2.

III.3.2 Explosive nucleate boiling hazard

If the power P is not sufficient to initiate nucleate boil-
ing quickly in time tw, then, according to Eq. (9) it may
take an exponentially long time for the wall temperature
to reach the required superheat, resulting in a long delay
in the onset of nucleate boiling. Consider, for example,
the case of κw = 20 W/(m·K) and P = 1W. Then, by Eq.
(9) a temperature T ' 24K corresponding to a 2K super-
heat will only be reached at t = 1.4 hours. In this time
the heat will spread to lw ' 2 m along the tank wall and
lL '

√
κLt/(cLρL) ' 2.6 cm into LH2. When nucle-

ation occurs, the heat stored in this superheated layer of
LH2 will be used to convert a mass mH2 into vapor, with
mH2 ' πl2wlLcLρL(T − Ts0)/qL = 1 kg for the con-
sidered parameters. The resulting vapor volume V ' 0.5
m3 will then be violently released into the tank in a short
time. This is an example of the phenomenon of explo-
sive nucleate boiling [57–59] that was ubiquitously ob-
served in the microgravity boiling experiments on board
the Space Shuttle Columbia [60]. We note that the accom-
panying pressure spike may present a potential hazard for
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the operation of the storage tank. Moreover, many vapor
bubbles may be injected into LH2 as a consequence of
explosive boiling, contributing to the formation of liquid-
vapor foam.

Let us note that in the absence of mixing the size of the
hot spot is limited by the length scale L = hκw/κL [47].
Assuming that κw ' 20 W/(m·K), as before, we find that
L ' 2 m. Correspondingly, the maximum temperature
in the hot spot is limited by the expression given by Eq.
(11) with ls replaced by L [47]. However, in this case the
steady state superheat will extend into the liquid also to
the length L, creating a much larger mass of superheated
LH2, whose explosive boiling may be catastrophic.

III.3.3 Bubble growth over a hot spot

Once a vapor bubble is nucleated, it will grow by draw-
ing the heat from surrounding superheated liquid which,
in turn, receives heat from hot spots on the tank wall. We
note that for small heat fluxes considered here the domi-
nant heat transfer mechanism will be transient heat con-
duction (for a recent discussion of different growth mech-
anisms, see [61]).

Assuming that all the power from a localized heat leak
is used to convert liquid into vapor in a single bubble,
the bubble radius as a function of temperature, or, equiva-
lently, the growth time for a bubble of a given radius, are

R = (3Pt/(4πρvqL))
1/3

,

tgrowth = 4πρvqLR
3/(3P ). (12)

With P = 5W, we then find that tgrowth = 1.7 hour for
R ' 20 cm and tgrowth = 6 sec for R ' 2 cm. Note the
difference in the dependence of the bubble radius R on
t with the classical t1/2 dependence obtained in [62, 63]
(see also [64, 65]). This is due to the fact that the bubbles
under consideration grow near a hot spot on a thin strongly
conductive tank surface. Therefore, the heat flux into the
bubble is mediated by the high heat conductance through
the tank wall (for a recent discussion of the importance
of heat conductance in the heater during nucleate boiling,
see [66–68]). We note that if our assumption that a sig-
nificant portion of the heat flow from the localized heat
leak flows into the bubble were violated, then the bubble
would only act as a small perturbation for the temperature
distribution in the tank wall. Therefore, to the leading or-
der the maximum temperature there would still obey Eq.
(11). However, this is inconsistent with the assumption of
no boiling at the tank surface, if the maximum superheat
governed by Eq. (11) exceeds 1K.

Note that far from the hot spots Eq. (12) remains valid,
if one sets P = q0A, where A is the wall area per bubble.
The latter is valid in the case of high heat conductance of
the tank wall, when on average each bubbles will be able
to intercept all the heat entering through the area A of the
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Figure 4: The ratio of the bubble collapse time to the bub-
ble growth time as a function of the bubble radius at de-
parture.

tank wall. For example, for A = L2, with L = 10 cm, we
find that the bubbles will reach R = 2 cm in t ' 2 hours.
When neighboring bubbles at the tank wall grow large
enough to come in contact with each other, more com-
plicated dynamics involving coalescence and detachment
from the tank wall will occur. The latter phenomenon was
recently demonstrated to be important in the experiments
conducted in the low gravity environment of the NASA’s
KC-135 aircraft [69–71].

III.3.4 Bubble collapse and accumulation in the
subcooled liquid

As a result of several possible bubble departure mecha-
nisms, vapor bubbles may detach from the tank wall and
enter into the bulk liquid. Several scenarios are possible
here, depending on the size of the departing bubbles, the
level of microgravity, and the liquid flow rate. Larger bub-
bles may rise toward the area of zero gravity (the tank
mid-plane for a tank in a circular LEO) under the action of
buoyancy forces. The rise time may be estimated by bal-
ancing the buoyancy force 4

3πR
3ρLg with viscous drag

4πµLRu, where u ' R0/trise is the bubble velocity rela-
tive to the liquid (recall that R0 is the tank radius) [51], to
obtain

trise = 3µLR0/(ρLgR
2) ' 5 min, R = 2 cm, (13)

which is decreasing with the increase of bubble radius R.
These bubbles may then be swept towards the ullage bub-
ble by the flow generated by the mixer and coalesce with
it (see Fig. 3). The timescale of this process is given by

tflow = H0/ubulk ' 3 hours, ubulk = 1 mm/s. (14)

Note that by the estimates of Sec. III.3.3 it takes much
longer for a bubble to reach the ullage than to grow to
the considered size. Hence bubbles may accumulate in
the liquid and be carried by the flow and deposited in its
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stagnation areas.
Let us estimate the bubble lifetime, assuming that

upon departure it enters the region of the subcooled
LH2. Assuming first that the heat escapes the bubble
via steady conduction and equating the conductive heat
flow 4πR2κL(Ts0 − TL0)/R to the heat release rate
4πR2(dR/dt)ρvqL due to condensation, and then solv-
ing the obtained differential equation, we obtain the time
for the bubble of radius R to collapse into the subcooled
liquid:

tcollapse1 = qLρvR
2/(2κL(Ts0 − TL0)). (15)

Note that this equation is asymptotically exact in the limit
of vanishing subcooling, but underestimates tcollapse1 for
larger subcoolings due to the condensation blocking ef-
fect [72]. Indeed, assuming that the condensation rate is
dominated by the conduction through the thermal bound-
ary layer of width l =

√
κLt/(cLρL), one should replace

the factor 1/R by 1/l in the expression for the heat flux to
obtain [47]

tcollapse2 = πρ2
vq

2
LR

2/(4cLρLκL(Ts0 − TL0)2). (16)

The blocking mechanism is not important when
tcollapse1 . tcollapse2, which is the case in the examples that
follow.

From Eq. (15), one can see that a bubble of radius
R = 20 cm will have a lifetime tcollapse1 ' 30 hours
(tgrowth ' 1.7 hour). For smaller bubbles with, say,
R = 2 cm, we have tcollapse1 ' 20 mins (tgrowth ' 6
sec). Note that these estimates agree very well with the
results of direct numerical simulations of the full sys-
tem of hydrodynamic equations describing the bubble col-
lapse [47]. Once again, in the considered case the bubbles
are produced faster than they are collapsing in the sub-
cooled liquid, i.e. tgrowth � tcollapse (Fig. 4). Note, how-
ever, that as the bubbles collapse, they release heat into
the liquid, so that the subsequent bubbles are exposed to a
smaller degree of subcooling. Therefore, as more bubbles
arrive, their lifetime may steadily increase and the liquid
around them reach saturation, resulting in the formation
of stable bubble colonies. These colonies then contribute
to the formation of the multiphase liquid-vapor foam.

III.3.5 Formation of a multi-phase liquid-vapor foam

The above estimates assumed that the bubble receiving
power P from the heat leak remains attached to the hot
spot at all times. In microgravity, bubbles will have a
much reduced tendency to detach from the wall and rise
towards the ullage [20, 69–71]. Using the correlation of
Fritz [17, 73], we find that the bubble radius at departure
in microgravity can be estimated at Rd ' 30 cm, assum-
ing, e.g., a contact angle γ ' 20◦ (small contact angles
with metal surfaces are characteristic of LH2, a strongly

Continuously arriving and collapsing bubbles will 
lead to a temperature growth of liquid in the 
stagnation regions to Ts=22K at p=1.6atm. As a 

result, the bubbles will stop collapsing and will be 
accumulated. Only bubbles located near cold 
liquid will slowly collapse. When bubbles arrive to 
those areas the complex multi-bubble liquid-
vapor mixture will form with temperature at least 
22K with the structure of the foam attached, e.g., 
to tank the wall and baffles.
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Figure 5: Formation of a foam-like bubble colony in the
stagnation area of the stirring flow near a baffle.

wetting liquid [64, 73]). Note that the Weber number for
the bubble WeR = 2ρLu

2
locR/σL ' 0.005 is small in this

case, and so the bubble may not be blown off easily from
the hot spot by the flow. If the bubble departure radius Rd
exceeds the steady bubble radius obtained above, the bub-
ble will stop growing and assume its steady-state radius,
and the heat will be transferred from the hot spot through
the bubble to the liquid, as desired.

The departure radius is proportional to the contact an-
gle [17, 73] and becomes smaller than the steady-state
bubble radius estimated in the preceding paragraph for
contact angles γ . 10◦. Thus, for these smaller contact
angles bubbles will be leaving the area of the hot spot and
entering into the bulk liquid. Other mechanisms of bubble
departure, such as bubble coalescence, g-jitter, and the ef-
fect of the liquid flow [17, 65, 74], which are found to be
important under reduced gravity conditions [69–71], may
further reduce the bubble departure radius. As a result,
bubbles may be injected into the liquid and start to move
with the flow, reaching, in particular, the flow stagnation
areas.

Continuously arriving and collapsing bubbles will raise
the temperature in the stagnation ares above the subcool-
ing temperature TL0 = 20.3K (Fig. 5). Balancing the
latent heat 4

3πR
3ρvqL released by vapor condensation of

a bubble of radius R with the increase in the sensible heat
4
3πR

3
hLρLcL(Ts0−TL0) of a liquid sphere of radiusRhL,

we find that

RhL/R = (ρvqL/(ρLcL(Ts0 − TL0)))
1/3 ' 1. (17)

Thus, the volume of the heated liquid is approximately
equal to the volume of the collapsed bubble. As a result,
the liquid in the stagnation areas will heat up to the satu-
ration temperature, and the arriving bubbles will stop col-
lapsing and will accumulate in those regions (see Fig. 5).
Thus, when bubbles arrive there, a complex multi-phase
liquid-vapor foam-like mixture may form with tempera-
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ture at saturation. The bubble colonies forming in this
way may further thermally insulate the tank walls from
the subcooled liquid and result in the formation of more
bubbles through nucleate boiling, making TVS cooling in-
effective.

For bubble colonies to form, it is necessary that the bub-
bles generated near the hot spots and then carried by the
flow do not have enough time to collapse on the way to
the stagnation areas. We can estimate the arrival time of a
bubble to the colony by tarrive ' L/ubulk, where L is the
distance from a hot spot to the stagnation area and ubulk

is the characteristic flow velocity. Using ubulk = 5 mm/s
as in Sec. III.2.2 and L = 0.5 m, we obtain tarrive = 100
sec. At the same time, a bubble of radius R = 2 cm needs
t = 30 mins to collapse (see Sec. III.3.4 below), and this
time rapidly increases with the bubble size. So bubbles
that are not too small will be able to reach the colony. At
the same time, if one considers an isolated bubble colony
of characteristic size L that is shrinking due to conductive
heat transfer, we can estimate the amount of shrinking by
balancing the conductive heat flow L2κL(Ts0 − TL0)/l,
where l =

√
κLt/(cLρL) is the thermodiffusive length

in the liquid, with the amount of heat 3L2(dL/dt)qLρvf ,
where f is the bubble volume fraction, released through
condensation in unit time. Integrating the obtained equa-
tion, one obtains that the amount of shrinkage in time t
is

∆L '
√
κLcLρLt (Ts0 − TL0)/(fqLρv). (18)

From this equation one can see that in the absence of any
incoming bubbles a foam region of size L = 0.5 m and
volume fraction, say, f = 0.2 would collapse in time t '
10 hrs. Note that the average power P = fqLρvL

3/t '
0.6 W released in this process is 25 times less than the
heat injected into the hot spot for Qstrut = 15W. There-
fore, when the bubbles arrive from the hot spot, the colony
will grow. Note that to include the effect of forced convec-
tion in the liquid, we need to replace the thermodiffusive
length above with l = L/NuR0

, where NuR0
' 44 is the

Nusselt number (see Sec. III.3.1 below). Then balancing
the heat flow Qstrut through the penetration with the heat
removed from the colony, we find that the critical colony
size, beyond which it will stop growing is

L ' Qstrut/(κLNuR0(Ts0 − TL0)), (19)

which for Qstrut = 15W gives L ' 2 m.

III.3.6 Bubble collapse by pre-start pressurization

The presence of vapor bubbles in LH2 is highly undesir-
able for the engine restart, since those bubbles may enter
into engine feed lines and result in cavitation of the tur-
bopumps [1]. A way to reduce or eliminate the vapor bub-
bles prior to engine restart is to pressurize the tank with

GHe and, at the same time, apply a small settling thrust
from ullage engines. Pressurization changes the LH2 sat-
uration temperature relative to the bulk liquid tempera-
ture, making vapor bubbles to condense.

Several issues arise in the course of pre-start pressuriza-
tion which may result in an incomplete vapor bubble col-
lapse, making the procedure inefficient. First, bubble con-
densation releases heat into the bulk liquid, increasing its
temperature and potentially bringing it to the new satura-
tion temperature and stopping further condensation. This
is particularly relevant to the vapor bubble colonies. Con-
sider, for example, the case in which the tank originally
at pressure p0 = 1.6 atm is pressurized to a new pressure
p = 2 atm. The corresponding new saturation tempera-
ture is Ts = 23K. Now, suppose a bubble colony, which
remains at the old saturation temperature Ts0 = 22K has
vapor volume fraction f . Then the total amount of heat
this foam-like multiphase fluid can absorb is

Q = (1− f)cLρLV (Ts − Ts0), (20)

where V is the colony volume. This amount of heat, in
turn, can condense only the volume Vcond = Q/(qLρv)
of the vapor. Comparing the value of Vcond with the total
vapor volume fV , we can see that by purely thermody-
namic considerations all the bubbles will not be able to
condense, if

f ≥ (1 + ρvqL/(cLρL(Ts − Ts0)))
−1 ' 0.45. (21)

In other words, it will not be thermodynamically possible
to condense all the vapor, if the volume fraction of vapor
exceeds a critical value given by Eq. (21).

On the other hand, even if the volume fraction f of va-
por is below the critical value, vapor condensation may
not occur during the time interval of pressurization due to
the general slowness of the condensation process and, in
particular, due to the condensation blocking phenomenon
for larger bubbles. One can once again use Eqs. (15) and
(16) in these two regimes to estimate the collapse time for
bubbles of different size, provided that Ts0 − TL0 is re-
placed with Ts − Ts0. Using these formulas, we now find
that tcollapse1 = 30 mins for R = 2 cm, or tcollapse1 = 50
hours for R = 20 cm. It is clear that larger bubbles may
not be eliminated by pressurization in a reasonable time.
However, by a settling acceleration g ∼ 10−4g0 it is pos-
sible to move larger bubbles toward the ullage. Using Eq.
(13) withR0 replaced byH0, we find that bubbles of radii
R ≥ 5 mm will be able to move towards the ullage in
time trise = 5 mins. At the same time, for smaller bubbles
the collapse time is bounded above by tcollapse1 ' 2 mins,
assuming the best case scenario given by Eq. (15). This
indicates that there are rather tight constraints for achiev-
ing the desired result from pre-start pressurization. Also
note that during pre-start pressurization bubbles will be
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Figure 6: Conceptual design of the test tank.

continuously generated at the hot spots. Provided their
departure radius is below 5 mm, these bubbles will not
be eliminated at the moment of engine start. In addition,
larger bubbles forming inside the engine’s start box, if
any, will be trapped by the capillary screens of the liquid
acquisition device (LAD) and will not be able to rise to
the ullage. Finally, helium-filled bubbles forming as a re-
sult of a possible ullage capture by the TVS intake cannot
be eliminated by pre-start pressurization.

IV A concept for a medium-scale cryogenic
tank microgravity experiment

Both theoretical and experimental understanding of the
fundamental processes governing long-term cryogenic
propellant storage in microgravity are needed to develop
tank designs and rapid chilldown technology for LH2, as
well as LOX and other cryogenic liquids. These processes
may be studied with the help of an intermediate scale liq-
uid nitrogen (LN2) or LOX tank. For safety reasons, we
chose to concentrate on an LN2-based design. Here LN2
plays the role of a LOX simulant, because of the simi-
larity of the parameters of the two liquids. We note that
the same parameters may be used for a LOX-based tank,
should the safety considerations not be critical.

We propose a conceptual design of an experimental ap-
paratus to study nucleate boiling phenomena for cryogens
subject to localized heating on board the International
Space Station (ISS). The apparatus consists of a test tank,
in which the experiments will take place, a high-pressure

LN2 delivery tank (e.g., based on the Shuttle PRSD Tank),
a high pressure GHe supply tank, a vented enclosure and
the necessary support and electronics. The test tank is
a cylindrical tank capable of holding MLN2 ' 50 kg
of LN2, containing an internal LAD, an axial jet mixer,
TVS, cryocooler, cryotrackers, GHe diffuser, an external
MLI blanket reducing the surface heat flux into LN2 to
qh = 0.2 W/m2 on orbit, and a TVS-fed VCS line wrap.
During launch, the test tank is empty and the delivery tank
is filled with LN2. Once on orbit, LN2 is transferred to
the test tank, allowing a study of rapid on-orbit tank chill-
down. Upon filling, the overpressure in the test tank is
maintained by an addition of GHe from the GH2 supply
tank. The apparatus is expected to operate in orbit for a
period of one year.

The test tank is equipped with a pressure sensor, a sys-
tem of thermo- and wet/dry sensors, boroscopes near the
insulated and bare (on the tank wall) heaters, and minia-
ture liquid jet feed tubes. The basic requirements for the
sensors are the operating frequency ≥ 10Hz and the tem-
perature range 65K÷ 300K. The thermosensor set may be
substituted by Distributed Fiber Bragg Grating Tempera-
ture Sensor Cables, and the wet/dry sensors by Optical
Fiber Boroscopes for visible light. The maximum power
from each localized heater that simulates MLI penetra-
tions is Ploc ' 0.5W. Figure 6a shows a possible overall
tank design. One area of the tank (area A) corresponds to
a hot spot in contact with circulating liquid. Another area
(area B) corresponds to a hot spot in contact with stagnant
liquid.

This setup should allow to study the on-orbit chill-down
process, the growth and detachment of vapor bubbles near
the hot spots, the collapse of the detached bubbles in the
sub-cooled liquid, the accumulation of bubbles in the stag-
nation areas and formation of foam-like multiphase fluid,
and bubble colony removal by an additional pressuriza-
tion.

V Conclusions

Recent developments in cryogenic technology will soon
enable the design of long-term cryogenic storage tanks
that have extremely low heat leaks per unit area of the tank
surface. In this situation, localized heat leaks through the
tank structural supports, feed lines and other MLI pene-
trations start to play the dominant role in the tank’s heat
balance.

Our analysis demonstrates that in the case of LH2 these
localized heat leaks are a serious concern. This is due
to the fact that, according to our estimates, the heat flow
through the MLI penetrations will be sufficiently high,
and, therefore, intense nucleate boiling at the hot spots on
the tank surface next to those penetrations is inevitable.
Moreover, the characteristic growth time for the bubbles
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will be considerably smaller than the time of bubble col-
lapse due to condensation in the subcooled liquid. There-
fore, vapor bubbles may be generated faster than they are
removed. Note that while we mainly based our conclu-
sions on the analysis of metallic tanks, this problem is
even more acute for composite tanks due to their low lat-
eral thermal conductivity.

The vapor bubbles that are generated by local nucle-
ate boiling may drift with the liquid flow due to mixing
or microgravity and accumulate in the stagnation areas of
the flow. Bubble collapse due to condensation heats the
surrounding liquid and may lead to growth of the volume
occupied by the vapor due to the formation of a multi-
phase warm liquid-vapor foam. This foam may not be
easily removed by a rapid pressurization. A rapid rise of
pressure will cause the relative volume of the vapor in the
foam to decrease, but at the same time the surrounding
liquid will heat up to the new saturation temperature at
that pressure. Let us also point out that the use of GHe
to maintain constant overpressure in the tank is associated
with He dissolution hazard, whereby the pressurant He
gas may dissolve in LH2 on long storage time scales. The
latter would require greater amounts of GHe for maintain-
ing overpressure and may also affect the boiling character-
istics of LH2.

We emphasize that the optimal design of the LH2 and
LOX long-term on-orbit and deep space storage tanks
is impossible without joint theoretical and experimental
studies of the fundamental phenomena of nucleate boiling
in microgravity. In particular, a better understanding of
the complicated dynamics of bubble growth, coalescence,
detachment, the effect of the flow, and bubble drift and
accumulation in the stagnation areas is key for enabling
successful designs. The proposed medium-scale on-orbit
experiment concept is aimed at providing this vital infor-
mation from a long-term microgravity environment of the
ISS.
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