
[version: January 7, 2014] Ann. Sc. Norm. Super. Pisa Cl. Sci. (5)
vol. 12 (2013), no. 4, 863–902

DOI 10.2422/2036-2145.201107 006

Structure of level sets and Sard-type properties
of Lipschitz maps

Giovanni Alberti, Stefano Bianchini, Gianluca Crippa

Abstract. We consider certain properties of maps of class C2 from Rd to Rd−1 that are strictly
related to Sard’s theorem, and show that some of them can be extended to Lipschitz maps, while
others still require some additional regularity. We also give examples showing that, in term of
regularity, our results are optimal.

Keywords: Lipschitz maps, level sets, critical set, Sard’s theorem, weak Sard property, distri-
butional divergence.

MSC (2010): 26B35, 26B10, 26B05, 49Q15, 58C25.

1. Introduction

In this paper we study three problems which are strictly interconnected and
ultimately related to Sard’s theorem: structure of the level sets of maps from
Rd to Rd−1, weak Sard property of functions from R2 to R, and locality of the
divergence operator. Some of the questions we consider originated from a PDE
problem studied in the companion paper [1]; they are however interesting in their
own right, and this paper is in fact largely independent of [1].

Structure of level sets. In case of maps f : Rd → Rd−1 of class C2, Sard’s
theorem (see [17], [12, Chapter 3, Theorem 1.3])1 states that the set of critical
values of f , namely the image according to f of the critical set

S :=
{
x : rank(∇f(x)) < d− 1

}
, (1.1)

has (Lebesgue) measure zero. By the Implicit Function Theorem, this property
implies the following structure result: for a.e. y ∈ Rd−1 the connected components
of the level set Ey := f−1(y) are simple curves (of class C2).

For Sard’s theorem to hold, the regularity assumption on f can be variously
weakened, but in any case f must be at least twice differentiable in the Sobolev
sense.2 However, a variant of the structure theorem holds even with lower regu-
larity: in Theorem 2.5, statement (iv), we show that if f : R2 → R is Lipschitz,

1 For more general formulations see also [9, Theorem 3.4.3] and [6, 2, 3].
2 For Sard’s Theorem for maps of class C1,1 see [2], for maps in the Sobolev class W 2,p see

[4, 5, 10]. The constructions in [19, 11] and [9, Section 3.4.4] give counterexamples to Sard’s
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then for a.e. y ∈ R the connected components of Ey are either simple curves or
consist of single points, and in statement (v) we show that the same holds if d ≥ 3
and f : Rd → Rd−1 is a map of class C1,1/2.

Note that for d ≥ 3 it is not enough to assume that f is Lipschitz: in Section 3
we construct examples of maps f : Rd → Rd−1 of class C1,α for every d ≥ 3 and
α < 1/(d− 1) such that for an open set of values y the level set Ey contains a Y-
shaped subset, or triod (see Subsection 2.3 for a precise definition), and therefore
at least one connected component of Ey is neither a point nor a simple curve.

Weak Sard property. Given a function f : R2 → R of class C2, consider
the measure µ on R given by the push-forward according to f of the restriction
of Lebesgue measure to the critical set S defined in (1.1). The measure µ is
supported on the set f(S), which is negligible by Sard’s theorem, and therefore
µ is singular with respect to the Lebesgue measure on R:

µ ⊥ L 1 . (1.2)

Formula (1.2) can be viewed as a weak version of Sard’s theorem, and holds under
the assumption that f is (locally) of class W 2,1, cf. [1, Section 2.15(v)].

In Section 4 we prove that the last assumption is essentially optimal; more
precisely we construct a function f : R2 → R of class C1,α for every α < 1 (and
therefore also of class W β,p for every β < 2 and p ≤ +∞) such that (1.2) does
not hold.

We actually show that this function does not satisfy an even weaker version of
(1.2), called weak Sard property, where in the definition of µ the critical set S is
replaced by S ∩E∗, with E∗ the union of all connected components with positive
length of all level sets.

The relevance of the weak Sard property lies in the following result [1, Theo-
rem 4.7]: let b be a bounded divergence-free vector field on the plane, then the
continuity equation ∂tu+div (bu) = 0 admits a unique bounded solution for every
bounded initial datum u0 if and only if the potential f associated to b, namely
the Lipschitz function that satisfies b = ∇⊥f ,3 satisfies the weak Sard property.

Locality of the divergence operator. It is well-known that given a function u
on Rd which is (locally) of class W 1,1, the (distributional) gradient ∇u vanishes
a.e. on every Borel set E where u takes a.e. a constant value. This property is
summarized by saying that the gradient is strongly local for Sobolev functions;
it follows immediately that every first-order differential operator, including the
divergence, is strongly local for (first-order) Sobolev functions.

Theorem of class C1,α for every α < 1, and therefore also of class W β,p for every β < 2 and
1 ≤ p ≤ ∞.

3 Given a vector v = (v1, v2) we write v⊥ := (−v2, v1) and v> := (v2,−v1). Thus ∇⊥ :=
(−∂2, ∂1). If a vector field b is bounded and divergence-free then b> is bounded and curl-free,
and therefore there exists a Lipschitz function f such that ∇f = b>, that is, ∇⊥f = b.
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It is then natural to ask whether first-order differential operators are strongly
local even on larger spaces.

In Section 5 we show that, somewhat surprisingly, the answer for the divergence
operator is negative,4 and that in two dimensions this fact is strictly related to the
(lack of) weak Sard property for Lipschitz functions (Remark 5.1). More precisely,
we construct a bounded vector field b on the plane whose (distributional) diver-
gence belongs to L∞, is non-trivial, and is supported in the set where b vanishes;
we then use b to construct another example of Lipschitz function f : R2 → R
without the weak Sard property.

Acknowledgements. We thank Luděk Zaj́ıček for pointing out reference [15]
and David Preiss for reference [16]. This work has been partially supported by
the italian Ministry of Education, University and Research (MIUR) through the
2006 PRIN Grant “Metodi variazionali nella teoria del trasporto ottimo di massa
e nella teoria geometrica della misura”, and by the European Research Council
through the 2009 Starting Grant “Hyperbolic Systems of Conservation Laws:
singular limits, properties of solutions and control problems”.

2. Structure of level sets of Lipschitz maps

We begin by recalling some basic notation and definitions used through the
entire paper, more specific definitions will be introduced when needed.

2.1. Basic notation. Through the rest of this paper, sets and functions are
tacitly assumed to be Borel measurable, and measures are always defined on the
appropriate Borel σ-algebra.

We write a ∧ b and a ∨ b respectively for the minimum and the maximum of
the real numbers a, b.5

Given a subset E of a metric space X, we write 1E : X → {0, 1} for the
characteristic function of E, Int(E) for the the interior of E, and, for every
r > 0, IrE for the closed r-neighbourhood of E, that is,

IrE :=
{
x ∈ X : dist(x,E) ≤ r

}
.

The class F (X) of all non-empty, closed subsets of X is endowed with the Haus-
dorff distance

dH(C,C ′) := inf
{
r ∈ [0,+∞] : C ⊂ IrC

′, C ′ ⊂ IrC
}
. (2.1)

A function (or a map) defined on a closed set E in Rd is of class Ck if it admits
an extension of class Ck to some open neighbourhood of E, and is of class Ck,α

4 This answers in the negative a question raised by L. Ambrosio; a simpler but less explicit
example has been constructed by C. De Lellis and B. Kirchheim.

5 The symbol ∧ is sometimes used for the exterior product; the difference is clear from the
context.



4 G. Alberti, S. Bianchini, G. Crippa

with 0 ≤ α ≤ 1 if it is of class Ck and the k-th derivative is Hölder continuous
with exponent α.

Given a measure µ on X and a positive function ρ on X we denote by ρ ·µ the
measure on X defined by [ρ · µ](A) :=

∫
A ρ dµ. Hence 1E · µ is the restriction of

µ to the set E.
Given a map f : X → X ′ and a measure µ on X, the push-forward of µ

according to f is the measure f#µ on X ′ defined by [f#µ](A) := µ(f−1(A)) for
every Borel set A contained in X ′.

As usual, L d is the Lebesgue measure on Rd while H d the d-dimensional
Hausdorff measure on every metric space – the usual d-dimensional volume for
subsets of d-dimensional surfaces of class C1 in some Euclidean space. The length
of a set E is just the 1-dimensional Hausdorff measure H 1(E). When the measure
is not specified, it is assumed to be the Lebesgue measure.

A set E in Rd is k-rectifiable if it can be covered, except for an H k-negligible
subset, by countably many k-dimensional surfaces of class C1.

2.2. Curves. A curve in Rd is the image C of a continuous, non-constant path
γ : [a, b] → Rd (the parametrization of C); thus C is a compact connected set
that contains infinitely many points. We say that C is simple if it admits a
parametrization γ that is injective, closed if γ satisfies γ(a) = γ(b); and closed
and simple if γ(a) = γ(b) and γ is injective on [a, b).

If γ is a parametrization of C of class W 1,1, then H 1(C) ≤ ‖γ̇‖1 and the
equality holds whenever γ is injective. Moreover it is always possible to find
a strictly increasing function σ : [a′, b′] → [a, b] such that γ ◦ σ is a Lipschitz
parametrization which satisfies |(γ ◦ σ)′| = 1 a.e..

For closed curves, it is sometimes convenient to identify the end points of the
domain [a, b]. This quotient space is denoted by [a, b]∗, and endowed with the
distance

d(x, y) := |x− y| ∧ (b− a− |x− y|) . (2.2)

A set E in Rd is path-connected if every couple of points x, y ∈ E can be joined
by a curve contained in E (that is, x, y agree with the end points γ(a), γ(b) of
the curve).

2.3. Triods. A (simple) triod in Rd is any set Y given by the union of three
curves with only one end point y in common, which we call center of Y . More
precisely

Y = C1 ∪ C2 ∪ C3

where each Ci is a curve in Rd parametrized by γi : [ai, bi]→ Ci and γi(ai) = y,
and the sets γi((ai, bi]) are pairwise disjoint.

2.4. Lipschitz maps. Through this section d, k are positive integers such that
0 < k < d, and f is a Lipschitz map from (a subset of) Rd to Rd−k; we denote
by fi, i = 1, . . . , d− k, the components of f .
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For every y ∈ Rd−k we denote by Ey := f−1(y) the corresponding level set of f ,
and by Cy the family of all connected components C of Ey such that H k(C) > 0;6

E∗y is the union of all C in Cy, and E∗ is the union of all E∗y with y ∈ Rd−k. Both
E∗y and E∗ are Borel sets (Proposition 6.1).

By Rademacher’s theorem f is differentiable at almost every point, and at such
points we define the Jacobian

J := [det(∇f · ∇tf)]1/2 .

We denote by S the set of all points x ∈ Rd where either f is not differentiable
or J(x) = 0; note that J(x) 6= 0 if and only if the matrix ∇f(x) has rank d− k.

If k = 1 and x /∈ S then there exists a unique unit vector τ = τ(x) such
that τ is orthogonal to ∇fi for every i and the sequence (∇f1, . . . ,∇fd−1, τ) is a
positively oriented basis of Rd.7

We can now state the main result of this section. Statements (i) and (ii) are
immediate consequences of the coarea formula and have been included for the
sake of clearness. For d = 2 and k = 1, a variant of statement (iii) was proved
in [16, Section 11] under the more general assumption that f is a continuous
BV function. Even though we could not find statement (iv) elsewhere, the key
observation behind its proof – namely that for a continuous function on the plane
only countably many level sets contain triods – is well-known.

2.5. Theorem. Let f : Rd → Rd−k be a Lipschitz map with compact support. In
the notation of the previous subsections, the following statements hold for almost
every y ∈ Rd−k:

(i) the level set Ey is k-rectifiable and H k(Ey) < +∞;
(ii) H k(Ey ∩ S) = 0, which means that for H k-a.e. x ∈ Ey the map f is

differentiable at x and the matrix ∇f(x) has rank d − k; moreover the
kernel of this matrix is the tangent space to Ey at x;

(iii) the family Cy is countable and H k(Ey \ E∗y) = 0;
(iv) for k = 1 and d = 2 every connected component C of Ey is either a point

or a closed simple curve with a Lipschitz parametrization γ : [a, b]∗ → C
which is injective and satisfies γ(t) /∈ S and γ̇(t) = τ(γ(t)) for a.e. t;

(v) the result in the previous statement can be extended to k = 1 and d ≥ 3
provided that f is of class C1,1/2.

2.6. Remark. (i) The assumption that f is defined on Rd and has compact
support was made for the sake of simplicity. Under more general assumptions,
the results on the local properties of generic level sets (rectifiability and so on)

6 Since the length of a connected set is larger than its diameter, for k = 1 the connected
components in Cy are just those that contain more than one point.

7 If d = 2 and k = 1 then J = |∇f | and τ is the counter-clockwise rotation by 90◦ of ∇f/|∇f |.
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are clearly the same, while the results concerning the global structure (notably
statement (iv)) require some obvious modifications.

(ii) In statement (iv), the possibility that some connected components of Ey
are points cannot be ruled out. Indeed, for every α < 1, there are functions
f : R2 → R of class C1,α such that the set Ey \ E∗y – namely the union of all
connected components of Ey which consist of single points – is not empty for an
interval of values y.8

(iii) In Section 3 we show that for every d ≥ 3 and every α < 1/(d− 1) there
exist maps f : Rd → Rd−1 of class C1,α such that the level set Ey contains a
triod (cf. Subsection 2.3) for an open set of values y, and therefore its connected
components cannot be just points or simple curves. This shows that the exponent
1/2 in the assumption f ∈ C1,1/2 in statement (v) is optimal for d = 3. However
we believe that the exponent 1/2 is not optimal for d ≥ 4.

(iv) The fact that a connected component of Ey is a simple curve with Lipschitz
parametrization (statement (iv)) does not imply that it can be locally represented
as the graph of a Lipschitz function: there exist functions f on the plane of class
C1,α with α < 1 such that every level set contains a cusp.

(v) Even knowing that a connected component of Ey is a simple curve, the
existence of a parametrization whose velocity field agrees a.e. with τ (cf. state-
ment (iv)) is not as immediate as it may look, because τ and Ey lack almost any
regularity. Our proof relies on the fact that generic level sets of Lipschitz maps
can be endowed with the structure of rectifiable currents without boundary.

(vi) One might wonder if something similar to statement (iv) holds at least
for functions f : Rd → R with d > 2. As shown below, the key points in the
proof of statement (iv) are that a family of pairwise disjoint triods in the plane is
countable, and that a connected set in the plane with finite length which contains
no triods is a simple curve. A natural generalization of the notion of triod could
be the following: a connected, compact set E in Rd is a d-triod with center y if,
for every open ball B which contains y, the set B \E has at least three connected
components which intersect ∂B. However, even if it is still true that a family
of pairwise disjoint d-triods in Rd is countable, very little can be said on the
topological structure of d-triod-free connected sets with finite H d−1 measure.

The rest of this section is devoted to the proof of Theorem 2.5.

2.7. Coarea formula. The coarea formula (see e.g. [9, Section 3.2.11], [14, Corol-
lary 5.2.6], or [18, Section 10]) states that for every Lipschitz map f : Rd → Rd−k

8 Simple examples can be obtained by modifying the construction in [11]. Moreover, since
the level sets Ey of any continuous function contain isolated points only for countably many y,
it turns out that Ey \ E∗y has the cardinality of continuum for a set of positive measure of y.
An example of Lipschitz function on the plane such that the set Ey \ E∗y has the cardinality of

continuum for a.e. y is also given in [13].
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and every positive Borel function φ : Rd → [0,+∞] there holds∫
Rd
φJ dL d =

∫
Rd−k

[ ∫
Ey

φdH k

]
dL d−k(y) (2.3)

(quite obviously, (2.3) holds even for real-valued functions φ provided that the
integral at the left-hand side makes sense, e.g., for φ ∈ L1(Rd)).

The coarea formula has two immediate consequences:

(i) Let φ be the constant function 1: if f has compact support then the integral
at the left-hand side of (2.3) is finite, and therefore H k(Ey), which is the value
of the integral between square brackets at the right-hand side, is finite for a.e. y ∈
Rd−k.

(ii) If φ is the characteristic function of the set S defined in Subsection 2.4, then
identity (2.3) implies that for a.e. y ∈ Rd−k there holds H k(Ey ∩ S) = 0. This
means that for H k-a.e. x ∈ Ey the map f is differentiable at x and J(x) 6= 0,
that is, ∇f(x) has rank d−k. Hence Ey admits a k-dimensional tangent space at
x, namely the kernel of the matrix ∇f(x). This implies that Ey is k-rectifiable,
cf. [9, Theorem 3.2.15] or [18, Theorem 10.4].

Proof of statements (i) and (ii) of Theorem 2.5. These statements are in-
cluded in Subsection 2.7. �

Statement (iii) of Theorem 2.5 will be obtained as a corollary of Lemmas 2.11,
2.12, and 2.13. In the next three subsections we recall some definitions and a few
results that will be used in the proofs of these lemmas.

2.8. Connected components. We recall here some basic facts about the con-
nected components of a set E in Rd, or more generally in a metric space X; for
more details see for instance [7, Chapter 6].

A connected component of E is any element of the class of connected subsets
of E which is maximal with respect to inclusion. The connected components of
E are pairwise disjoint, closed in E, and cover E.

Assume now that E is compact. Then each connected component C agrees
with the intersection of all subsets of E that are closed and open in E and contain
C [7, Theorem 6.1.23].

Every set which is open and closed in E can be written as U ∩ E where U
is an open subset of X such that ∂U ∩ E = ∅.9 Hence C is the intersection of
the closures of all open sets U which contain C and satisfy ∂U ∩ E = ∅. There-
fore, under the further assumption that X is second countable (or, equivalently,

9 If D is open and closed in E, then D and E \D are disjoint and closed in X, and since X
is a normal space there exist disjoint open sets U, V such that D ⊂ U and E \D ⊂ V ; it is then
easy to check that U meets all requirements.
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separable), we can find a decreasing sequence Un of such sets, the intersection of
whose closures is still C.10

2.9. Rectifiable currents. We recall here some basic definitions about currents;
for further details see for instance cite[Chapter 7]KP or [18, Chapter 6].

A k-dimensional current on Rd is a linear functional on the space of k-forms on
Rd of class C∞c . The boundary of a k-current T is the (k−1)-dimensional current
∂T defined by 〈∂T ;ω〉 := 〈T ; dω〉, where dω is the exterior derivative of ω. The
mass of T , denoted by M(T ), is the supremum of 〈T ;ω〉 among all k-forms ω
that satisfy |ω| ≤ 1 everywhere; M is clearly a norm on the space of currents with
finite mass.

Let E be a k-rectifiable set in Rd. An orientation of E is a map ζ that associates
to H k-a.e. x in E a unit, simple k-vector that spans the approximate tangent
space to E at x; a multiplicity is any integer-valued function m on E which is
locally summable with respect to H k. To every choice of E, ζ,m is canonically
associated the k-dimensional current [E, ζ,m] defined by

〈[E, ζ,m];ω〉 :=
∫
E
〈ω; ζ〉mdH k

for every k-form ω of class C∞c on Rd. Hence the mass of [E, ζ,m] is equal to∫
E |m| dH

k. Currents of this type are called rectifiable.11

2.10. Current structure of level sets. Take S as in Subsection 2.4. For every
x ∈ Rd \ S the kernel of the matrix ∇f has dimension k, and therefore we can
choose an orthonormal basis {τ1, . . . , τk} such that (∇f1, . . . ,∇fd−k, τ1, . . . , τk) is
a positively oriented basis of Rd; we denote by τ the simple k-vector τ1∧· · ·∧τk.12

Statement (ii) in Subsection 2.7 shows that for a.e. y the k-vector field τ defines
an orientation of Ey. We denote by Ty the k-dimensional current associated with
the set Ey, the orientation τ , and constant multiplicity 1, that is, Ty := [Ey, τ, 1].

The essential fact about the current Ty is that its boundary vanishes for a.e. y,
that is

〈∂Ty;ω〉 := 〈Ty; dω〉 :=
∫
Ey

〈dω; τ〉 dH k = 0 (2.4)

for every (k − 1)-form ω of class C∞c on Rd.

10 Recall that in a second countable space every family F of closed sets admits a countable
subfamily F ′ such that the intersection of F ′ and the intersection of F agree.

11 Examples of k-dimensional rectifiable currents are obtained by taking a k-dimensional
oriented surface E of class C1, endowed with constant multiplicity 1. In this case the mass
agrees with the k-dimensional volume of E, and the boundary of E in the sense of currents
agrees with the (k−1)-dimensional current associated to the usual boundary ∂E, endowed with
the canonical orientation and constant multiplicity 1.

12 Note that τ is is uniquely determined by the assumptions on τ1, . . . , τk, and for k = 1 it
agrees with the vector defined in Subsection 2.4.
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The proof goes as follows: the currents Ty are the slices according to the map
f of the d-dimensional rectifiable current T := [Rd, ζ, 1], where ζ is the canonical
orientation of Rd. In general, the boundaries of the slices Ty agree with the slices
of the boundary ∂T for a.e. y (see [9, Section 4.3.1]), and since in this particular
case ∂T = 0, then ∂Ty = 0 for a.e. y.

2.11. Lemma. Let T := [E, ζ,m] be a rectifiable k-current in Rd, and let T ′ :=
[E ∩ A, ζ,m] where A is a set in Rd. If ∂T = 0 and the boundary of A does not
intersect the closure of E, then ∂T ′ = 0.

Proof. Since ∂A ∩ E = ∅, the sets E ∩ A and E \ A have disjoint closures,
and we can find a smooth function σ : Rd → [0, 1] that is equal to 1 on some
neighbourhood of E ∩ A, and to 0 on some neighbourhood of E \ A. Then for
every form ω there holds

〈∂T ′;ω〉 = 〈T ′; dω〉 = 〈T ;σ dω〉 = 〈T ;σ dω + dσ ∧ ω〉
= 〈T ; d(σω)〉 = 〈∂T ;σω〉 = 0

(the second identity follows by the definition of T ′ and the fact that σ = 1 on
E ∩A and σ = 0 on E \A. The third identity follows by the fact that dσ = 0 on
E). �

2.12. Lemma. Let T := [E, ζ,m] be a rectifiable k-current in Rd with E bounded,
and let T ′ := [E ∩C, ζ,m] where C is a connected component of the closure of E.
If ∂T = 0 then ∂T ′ = 0.

Proof. Since C is a connected component of E, we can find a decreasing se-
quence of open sets Un such that the intersection is C and ∂Un∩E = ∅ for every
n (see Subsection 2.8). We set Tn := [E ∩ Un, ζ,m]. Hence Lemma 2.11 implies
∂Tn = 0, and since Tn converge to T ′ in the mass norm, then ∂Tn converge to
∂T ′ in the weak topology of currents, and therefore ∂T ′ = 0. �

2.13. Lemma. Let Ey be a level set of f such that H k(Ey) < +∞ and the
associated current Ty is well-defined and has no boundary (cf. Subsection 2.10).
Then H k(Ey \ E∗y) = 0.

Proof. Set B := Ey \ E∗y , fix δ > 0, and take an open set Aδ such that B ⊂ Aδ
and

H k(Ey ∩Aδ) ≤H k(B) + δ .

Recall that B is the union of the connected components of Ey which are H k-
negligible. For every such connected component C, we can find an open neigh-
bourhood U such that C ⊂ U ⊂ Aδ, H k(Ey ∩ U) ≤ δ, and ∂U ∩ Ey = ∅
(see Subsection 2.8). From such family of neighbourhoods we extract a countable
subfamily {Un} that covers B, and set Vn := Un \ (U1 ∪ · · · ∪ Un−1) for every
n. The sets Vn are pairwise disjoint and cover B, and one easily checks that
∂Vn ∩ Ey = ∅ for every n.



10 G. Alberti, S. Bianchini, G. Crippa

We then set Tn := [Ey ∩Vn, τ, 1]. Thus the sum
∑

n Tn agrees with the current
Tδ := [Ey ∩Vδ, τ, 1] where Vδ is the union of the sets Vn. Moreover the properties
of Un and Vn yield M(Tn) = H k(Ey ∩ Vn) ≤ H k(Ey ∩ Un) ≤ δ and ∂Tn = 0
(apply Lemma 2.11). Thus the isoperimetric theorem (see , [14, Theorem 7.9.1],
[18, Theorem 30.1]) yields Tn = ∂Sn for some rectifiable (k + 1)-current Sn that
satisfies

M(Sn) ≤ c [M(Tn)]1+1/k ≤ cM(Tn) δ1/k = cH k(Ey ∩ Vn) δ1/k ,

where c is a constant that depends only on d and k. Since the flat norm13 of Tn
satisfies F(Tn) ≤M(Sn), the previous inequality yields

F(Tn) ≤ cH k(Ey ∩ Vn) δ1/k .

Taking the sum over all n we obtain F(Tδ) ≤ cH k(Ey) δ1/k, and therefore Tδ
tends to 0 with respect to the flat norm as δ → 0.

On the other hand, the inclusions B ⊂ Vδ ⊂ Aδ and the choice of Aδ imply
H k((Ey∩Vδ)\B) ≤ δ. Hence Tδ = [Ey∩Vδ, τ, 1] converge to the current [B, τ, 1]
with respect to the norm M, and therefore also with respect to the flat norm F
as δ → 0. Thus [B, τ, 1] must be equal to 0, which means that H k(B) = 0. �

Proof of statement (iii) of Theorem 2.5. Let A be the set of all y such
that statements (i) and (ii) of Theorem 2.5 hold and Ty := [Ey, τ, 1] is a well-
defined current without boundary (cf. Subsection 2.10). Then A has full measure
in Rd−k, and we claim that statement (iii) holds for every y ∈ A. Indeed, the
elements of Cy are pairwise disjoint subsets of Ey with positive H k-measure, and
since H k(Ey) is finite, Cy must be countable. Moreover H k(Ey \ E∗y) = 0 by
Lemma 2.13. �

Next we give some lemmas used in the proof of statements (iv) and (v) of
Theorem 2.5.

2.14. Lemma. Let T := [C, ζ, 1] be a 1-dimensional rectifiable current in Rd,
where C is a curve with Lipschitz parametrization γ : [a, b] → C such that |γ̇| =
1 a.e. Assume that ∂T = 0 and C is simple. Then

(i) C is closed;
(ii) either ζ ◦ γ = γ̇ a.e. in [a, b] or ζ ◦ γ = −γ̇ a.e. in [a, b].

Proof. Step 1. Since ζ(γ(t)) and γ̇(t) are parallel unit vectors for a.e. t, there
exists σ : [a, b]→ {±1} such that ζ(γ(t)) = σ(t) γ̇(t) for a.e. t. Since γ is injective
at least on [a, b), the assumption ∂T = 0 can be re-written as

0 =
∫
C
〈dφ; ζ〉 dH 1 =

∫ b

a
〈dφ ◦ γ; γ̇〉σ dL 1

13 Here the flat norm F(T ) of a current T with compact support is the infimum of M(R)+M(S)
over all possible currents R,S such that T = R+ ∂S, cf. [9, Section 4.1.12].
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for every function (0-form) φ on Rd of class C∞c . Since 〈dφ ◦ γ; γ̇〉 is the (distri-
butional) derivative of φ ◦ γ, we obtain that

0 =
∫ b

a
ϕ̇ σ dL 1 (2.5)

for every test function ϕ : [a, b]→ R of the form ϕ = φ ◦ γ where φ is a function
on Rd of class C∞c .

Step 2: proof of statement (i). Assume by contradiction that γ is injective
on [a, b], that is, C is simple but not closed. Then Corollary 7.4 implies that
equality (2.5) holds for all Lipschitz functions ϕ : [a, b] → R, and this allows us
to conclude that σ = 0 a.e., in contradiction with the fact that σ = ±1 a.e.

Step 3: proof of statement (ii). Since C is simple, the parametrization γ is
injective on the interval with identified end points [a, b]∗ (cf. Subsection 2.2),
and then Corollary 7.4 yields that (2.5) holds for all Lipschitz functions ϕ :
[a, b]→ R such that ϕ(a) = ϕ(b). This implies that the distributional derivative
of σ vanishes, and therefore either σ = 1 a.e. or σ = −1 a.e., and the proof is
concluded. �

2.15. Lemma. Let F be a family of pairwise disjoint triods in R2. Then F is
countable.

The above lemma has been proved in [15, Theorem 1]. For reader’s conve-
nience, we give a self-contained proof of this result in Section 8.

2.16. Lemma. Given a map f : Rd → Rd−1, the following statements hold:
(i) if d = 2, then the level set Ey contains no triods for all y ∈ R except

countably many;14

(ii) if d ≥ 3 and f is of class C1,1/2, then the level set Ey contains no triods
for a.e. y ∈ Rd−1.

Proof. Since the level sets of any map are pairwise disjoint, statement (i) follows
immediately from Lemma 2.15.

We prove statement (ii) by reduction to the case d = 2. Consider the open set

U :=
{
x ∈ Rd : rank(∇f(x)) ≥ d− 2

}
.

Since f is of class C1,1/2, a refined version of Sard theorem [2, Theorem 2] shows
that the level set Ey is contained in U for a.e. y ∈ Rd−1, and therefore it is
sufficient to prove statement (ii) for the restriction of f to U .

Now, by applying the Implicit Function Theorem to y = f(x), we can cover U
by open sets V where d − 2 of the variables xi can be written in terms of d − 2
of the variables yi; in other words, for every such V there exist an open set W in

14 Note that f does not need to be Lipschitz, and not even continuous.
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γ (b)

γ (a) = γ (t)

C1 C2

C3

γ (a+δ)

γ (t−δ)

(a) γ (a) x = γ0(b0)

γ (b)

γ0(t0) = γ (t1)

γ ([a,b])

γ0([a0,t0])
γ0([t0,b0])

(b)

γ (t+δ)

Figure 1. Construction of triods in the proof of Lemma 2.17.

Rd, a diffeomorphism ψ : W → V of class C1, and a map g : W → R such that,
after a suitable re-numbering of the variables,

f ◦ ψ(t) = (t1, . . . , td−2, g(t)) for all t ∈W .

Then it suffices to prove statement (ii) for the map f̃ := f ◦ ψ.
Let N be the set of all y ∈ Rd−1 such that the level set Ẽy of f̃ contains a

triod, and for every y′ = (y1, . . . , yd−2) ∈ Rd−2 let Ny′ be the set of all y′′ ∈ R
such that (y′, y′′) ∈ N . Then statement (i) shows that Ny′ is countable for every
y′, and therefore Fubini’s Theorem implies that N is negligible. �

2.17. Lemma. Let E be a closed, connected set in Rd with finite, strictly positive
length. If E contains no triods, then it is a simple curve, possibly closed. More
precisely, there exists a Lipschitz parametrization γ : [a, b] → E which is either
injective on [a, b] or satisfies γ(a) = γ(b) and is injective on [a, b).

Proof. Step 1. Recall the following well-known fact: a connected closed set E
with finite length is connected by simple curves. More precisely, for every x, y in
E there exists an injective map γ : [a, b]→ E such that γ(a) = x, γ(b) = y, and
γ is 1-Lipschitz, that is, it has Lipschitz constant at most 1 (see for instance [8,
Lemma 3.12]).

Step 2. Let F be the family of all 1-Lipschitz maps γ : [a, b]→ E (the domain
[a, b] may vary with γ) that are injective on (a, b). We order F by inclusion of
graphs, that is, γ1 � γ2 if [a1, b1] ⊂ [a2, b2] and γ1 = γ2 on [a1, b1]. One easily
checks that F admits a maximal element γ : [a, b] → E. In the next steps we
show that this is the parametrization we are looking for.

Step 3: either γ is injective on [a, b] or satisfies γ(a) = γ(b) and is injective on
[a, b). Since γ is injective on (a, b), it suffices to show that for every t ∈ (a, b) there
holds γ(t) 6= γ(a), γ(b). Assume by contradiction that γ(t) = γ(a) for some t, and
take a positive δ such that a+ 2δ < t < b− δ. Then, contrary to the assumptions
of the statement, E contains the triod with center y := γ(a) = γ(t) given by
the union of the following three curves: C1 := γ([a, a + δ]), C2 := γ([t − δ, t]),
C3 := γ([t, t+ δ]) (see Figure 1(a)).
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Step 4: the image of γ is E. Assume by contradiction that there exists x ∈
E \ γ([a, b]). By Step 1 there exists an injective 1-Lipschitz map γ0 : [a0, b0]→ E
such that γ0(b0) = x and γ0(a0) is some point in γ([a, b]). Now, let t0 be the
largest of all t ∈ [a0, b0] such that γ0(t) ∈ γ([a, b]) and take t1 ∈ [a, b] so that
γ(t1) = γ0(t0).

If γ is injective on [a, b] – the other case is similar – we derive a contradiction
in each of the following cases: i) t1 = b, ii) t1 = a, iii) a < t1 < b. If t1 = b,
we extend the map γ by setting γ(t) := γ0(t − b + t0) for all t ∈ [b, b + b0 − t0];
one easily checks that the extended map belongs to F , in contradiction with
the maximality of γ. A similar contradiction is obtained if t1 = a. Finally, if
a < t1 < b then E contains the triod with center y := γ(t1) = γ0(t0) given
by the union of the following three curves: C1 := γ0([t0, b0]), C2 := γ([a, t1]),
C3 := γ([t1, b]) – see Figure 1(b). �

Proof of statements (iv) and (v) of Theorem 2.5. Let d = 2 or d ≥ 3
and f be of class C1,1/2. Then for a.e. y ∈ Rd−1 the level set Ey has finite
length (Subsection 2.7) and contains no triods (Lemma 2.16), and the associ-
ated current Ty := [Ey, τ, 1] is well-defined, rectifiable, and without boundary
(Subsection 2.10). In particular the tangent vector τ is defined at H 1-a.e. point
of Ey.

For every such y, let C be a connected component of Ey which is not a point.
Since C contains no triods, Lemma 2.17 implies that C is a simple curve with
a Lipschitz parametrization γ, and we can further assume that |γ̇| = 1 a.e. The
latter assumption implies that τ is defined at γ(t) for a.e. t.

By Lemma 2.12 the current T ′ := [C, τ, 1] has no boundary, and therefore
Lemma 2.14 implies that C is a closed curve such that either τ ◦ γ = γ̇ a.e. or
τ ◦ γ = −γ̇ a.e.; in the latter case we replace γ(t) by γ(−t), and the proof is
concluded. �

3. Examples of maps with no triod-free level sets

In this section we show that the assumption that f is of class C1,1/2 in state-
ment (v) of Theorem 2.5 cannot be dropped. More precisely, given d ≥ 3 and
α < 1/(d − 1), we construct a map f of class C1,α from Rd to a cube Q0 in
Rd−1 such that every level set contains a triod,15 and therefore at least one of its
connected components is neither a point nor a simple curve (Proposition 3.7(iii)).

This example shows that the Hölder exponent 1/2 in Theorem 2.6(v) is optimal
for d = 3. As pointed out in Remark 2.6(iii), we believe the the optimal Hölder

15 At first glance, this claim seems to contradict the fact that a generic level set of a Lipschitz
map is a rectifiable current with multiplicity 1 and no boundary (cf. Subsection 2.10). It is not
so, since we do not claim that the level set coincides with the triod in a neighbourhood of the
center of the triod.
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 x3

(a)

 x2

 x1

 x3

(b)

 x2

 x1

 x3  x3
~

 x2
~ x1

~

C0

Ci , i=1,2...

 x1
~

 x2
~

 x3
~

 Ey  Ey~

Figure 2. The components of the level sets Ey and Eỹ starting
from the points xj and x̃j (j = 1, 2, 3) after the first step of the
construction (a), and at the end (b).

exponent for d > 3 is the one suggested by this example, namely 1/(d− 1), and
not 1/2.

3.1. Idea of the construction. Assume for simplicity that d = 3. The strategy
for the construction of f is roughly the following: we divide the target square Q0

in a certain number N of sub-squares Qi with side-length ρ, then we define f on
a cube C0 minus N disjoint sub-cubes Ci with side-length r, so that the following
key property holds: for every y ∈ Q0 the level set f−1(y) contains three disjoint
curves connecting three points x1, x2, x3 on the boundary of C0 with three points
on the boundary of the cube Ci, where i is chosen so that y belongs to Qi, see
Figure 2(a).16

In the second step we replicate this construction within each Ci, so that f takes
values in Qi, is defined outside N sub-cubes with side-length r2, and now f−1(y)
contains disjoint curves connecting x1, x2, x3 to three points on the boundary of
one of these smaller cubes. And so on . . .

As one can see from Figure 2(b), in the end each level set Ey will contain
three disjoint curves connecting x1, x2, x3 to the same point, which means that
Ey contains a triod (cf. Subsection 2.3).

Note that in the (n + 1)-th step we define f on each one of the Nn cubes
with side-length rn left over from the previous step minus N sub-cubes with side-
length rn+1, so that each cube is mapped in a sub-square of Q0 with side-length
ρn. Thus the oscillation of f on this cube is ρn, and this is enough to guarantee
that in the end the map f is continuous. As we shall see, if things are carefully
arranged, f turns out to be of class C1,α.

3.2. Notation. We denote the points in Rd by x = (x′, xd) with x′ :=
(x1, . . . , xd−1), and the points in Rd−1 by the letter y. For every x0 ∈ Rd and

16 This is the only part of this construction that requires more than two dimensions: as one
can easily see in Figure 2, in two dimensions the joining curves for different values of y would
necessarily intersect, in contradiction with the fact that they are contained in different level sets.
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every ` > 0, we denote by C(x0, `) the closed cube in Rd with center x0 and
side-length ` given by

C(x0, `) := x0 +
[
− `

2
,
`

2

]d
.

We denote by Q(y0, `) the closed cube in Rd−1, similarly defined.
Through this section we reserve the letter C for d-dimensional closed cubes in

Rd of the form C(x0, `), and the letter Q for the (d−1)-dimensional closed cubes
in Rd−1 or in Rd with axes parallel to the coordinate axes. With the case d = 3
in mind, we often refer to the former ones simply as “cubes” and to the latter
ones as “squares”.

We set

C0 := C(0, 1) =
[
−1

2
,
1
2

]d
, Q0 := Q(0, 1) =

[
−1

2
,
1
2

]d−1

,

and for every cube C = C(x0, `) we denote by gC the homothety on Rd which
maps C0 into C, that is,

gC(x) := x0 + `x for all x ∈ Rd.

Similarly, for every square Q = Q(y0, `) we set

hQ(y) := y0 + `y for all y ∈ Rd−1.

3.3. A complete norm for Ck,α. Given a real or vector-valued map f defined
on a subset E of Rd and α ∈ (0, 1], the homogeneous Hölder (semi-) norm of
exponent α of f is

‖f‖
C0,α

hom
:= sup

x,y∈E
x 6=y

|f(x)− f(y)|
|x− y|α

. (3.1)

Let be given an open set A in Rd, a point x0 ∈ A, and an integer k ≥ 0. Among
the many (equivalent) complete norms on the space Ck,α(A), the following is
particularly convenient:

‖f‖Ck,α := ‖∇kf‖
C0,α

hom
+

k∑
h=0

|∇hf(x0)| . (3.2)

The following interpolation inequality will be useful: if E is a convex set with
non-empty interior and f is of class C1 then 17

‖f‖
C0,α

hom
≤ 2 ‖f‖1−α∞ ‖∇f‖α∞ . (3.3)

17 It suffices to estimate the numerator |f(x)−f(y)| at the right-hand side of (3.1) by 2‖f‖∞
when |x− y| ≥ ‖f‖∞‖∇f‖−1

∞ , and by ‖∇f‖∞|x− y| otherwise.
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3.4. Construction of Ci, Qi, gi, hi. For the rest of this section we fix a positive
real number α such that

α <
1

d− 1
. (3.4)

We also fix an integer N > 1 which is both a d-th and a (d − 1)-th power of
integers, e.g., N = 2d(d−1). Since N is a (d − 1)-th power of an integer, we can
cover the (d− 1)-dimensional square Q0 by N squares Qi with pairwise disjoint
interiors and side-length ρ := N−1/(d−1). Since N is the d-th power of an integer,
for every positive real number r such that

r < N−1/d (3.5)

we can find N pairwise disjoint cubes Ci with side-length r contained in the
interior of C0. For every i = 1, . . . , N we set

gi := gCi , hi := hQi

(thus gi and hi are homotheties with scaling factors r and ρ, respectively).
For the rest of this section we fix r so that it satisfies (3.5) and

ρ < r1+α . (3.6)

This assumption is compatible with (3.5) because the upper bound on α and the
definition of ρ imply ρ < (N−1/d)α+1.

Finally, we define the open set

A := Int
(
C0 \ (C1 ∪ · · · ∪ CN )

)
.

3.5. Construction of f0. We construct a map f0 : Rd → Q0 with the following
properties:

(i) f0 is of class C2 and has compact support;
(ii) f0 agrees with hi ◦ f0 ◦ g−1

i on a neighbourhood of ∂Ci for i = 1, . . . , N ;
(iii) there exists three pairwise disjoint sets Gj contained in ∂C0 such that the

following holds: for every i = 1, . . . , N and every y ∈ Qi both f−1
0 (y) ∩

Gj and f−1
0 (y) ∩ gi(Gj) consist of single points, denoted by xj and x′j

respectively, and there exist pairwise disjoint curves joining xj and x′j
and contained in f−1

0 (y) ∩A except for the end points, cf. Figure 2(a).
The construction of f0 is divided in three steps.

Step 1. For j = 1, 2, 3 we define Gj := Q′j × {1/2} where Q′1, Q
′
2, Q

′
3 are

pairwise disjoint squares contained in Q0. Then we choose ε > 0 so that
(a) the ε-neighbourhoods IεGj with j = 1, 2, 3 are pairwise disjoint;
(b) Iε(∂C0) and Irε(∂Ci) are disjoint for i = 1, . . . , N (see Figure 3(a)).

Then we set
f0(x) := h−1

Q′j
(x′) for every x ∈ IεGj ,

and take an arbitrary smooth extension of f0 to the rest of Iε(∂C0).
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(a) (b)

 x'

 xd ∂C0

ε Gj  

ε (∂C0)  

∂C1
g1(G3)

g1(G3)

∂C2 G1,3

G2,3

g2(G3) }
}

∂C0

G3

ε (∂C0) ;  

rε (∂Ci)  
H1,3

H2,3

H1,j

H2,j

Gj ; gi (Gj)

Figure 3. Sets involved in the construction of f0 on F1 (N = 2):
contrary to what appears on the right, in dimension larger than
two the sets Hij do not overlap.

Step 2. We define f0 on the sets Irε(∂Ci) with i = 1, . . . , N so that property (ii)
above is satisfied, that is, f0 := hi ◦ f0 ◦ g

−1
i .18

Step 3. So far the map f0 has been defined on a neighbourhood of the union of
∂Ci with i = 0, . . . , N . Now we extend it to the rest of Rd so that property (iii)
above is satisfied.

Let y ∈ Qi be fixed: by Step 1 there exists a unique point in Gj , denoted by
xj(y), such that f(xj(y)) = y, and by Step 2 there exists a unique point x′j(y) in
gi(Gj) such that f(x′j(y)) = y.

Roughly speaking, the idea is to choose for all y ∈ Q0 and all j = 1, 2, 3
pairwise disjoint curves joining xj(y) and x′j(y) and contained in A except the
end points, and then set f0 := y on each curve. However, in order to get a smooth
map we need a careful construction. For every j = 1, 2, 3 and every i = 1, . . . , N ,
the sets

Gij := Gj ∩ f−1
0 (Qi)

are squares with pairwise disjoint interiors of the form Q′′ij × {1/2} which cover
Gj , while the sets gi(Gj) are pairwise disjoint squares contained in ∂Ci that can
be written as Q′′ij × {si} for suitable si.

Therefore we can find closed sets Hij , with pairwise disjoint interiors and
contained in the closure of A, and diffeomorphisms

Ψij : Q0 × [0, 1]→ Hij

which map Q0 × {0} onto gi(Gj), and Q0 × {1} onto Gij , see Figure 3(b), and
more precisely

Ψij(x′, t) =

{
(hQ′′ij (x

′), si + t) for x′ ∈ Q0, t ∈ [0, rε]

(hQ′ij (x
′), t− 1/2) for x′ ∈ Q0, t ∈ [1− ε, 1].

18 This definition is well-posed because the sets Iε(∂C0) and Irε(∂Ci) are pairwise disjoint.
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By Step 1 and Step 2, the map f0 is already defined on the points of Hij of the
form Ψij(x′, t) with x′ ∈ Q0 and t ∈ [0, rε] ∪ [1− ε, 1], and satisfies

f0(Ψij(x′, t)) = h−1
i (x′) .

Then we extend f0 to the rest of Hij just by setting f0(Ψij(x′, t)) := h−1
i (x′) for

every x′ ∈ Q0 and every t ∈ [0, 1].
Finally we take an arbitrary extension with compact support of f0 to the rest

of Rd.19

3.6. Construction of fn. We denote by J the set of indexes {1, . . . , N}, and
for every n = 2, 3, . . . and every i = (i1, . . . , in) ∈ Jn we define

gi := gin ◦ gin−1 ◦ · · · ◦ gi1 , Ci := gi(C0)
hi := hin ◦ hin−1 ◦ · · · ◦ hi1 , Qi := hi(Q0) (3.7)

and

An := Rd \
( ⋃

i∈Jn
Ci

)
.

For every n = 1, 2, . . . we define the map fn : Rd → Q0 by the recursive relation

fn(x) :=

{
fn−1(x) if x ∈ An
hi ◦ f0 ◦ g

−1
i (x) if x ∈ Ci with i ∈ Jn.

(3.8)

3.7. Proposition. Take α and fn as in Subsections 3.4 and 3.6. Then
(i) the maps fn : Rd → Qn are of class C2;
(ii) the maps fn converge to a limit map f : Rd → Q0 of class C1,α;

(iii) for every y ∈ Q0 the level set Ey := f−1(y) contains a triod, and therefore
at least one of its connected component is neither a point nor a simple
curve.

Proof. We prove statement (i) by induction on n. The map f0 is of class
C2 by construction (property (i) in Subsection 3.5), and if fn−1 is of class C2

then formula (3.8) implies that fn is of class C2 provided that fn−1 agrees with
hi ◦ f0 ◦ g

−1
i on a neighbourhood of ∂Ci for every i ∈ Jn.

For every i = (i1, . . . , in) ∈ Jn let i′ = (i1, . . . , in−1). Formula (3.8) implies
that fn−1 = hi′ ◦f0 ◦g

−1
i′ on Ci′ , and therefore property (ii) in Subsection 3.5 and

the definitions of hi and gi imply that in a neighbourhood of ∂Ci

fn−1 = hin ◦ hi′ ◦ f0 ◦ g−1
i′ ◦ g

−1
in

= hi ◦ f0 ◦ g−1
i .

To prove statement (ii) it suffices to show that the maps fn form a Cauchy
sequence with respect to the norm of C1,α(Rd) defined by (3.2) with x0 ∈ ∂C0.

19 Such an extension can be taken of class C2, and even smooth, provided that the diffeo-
morphisms Ψij are carefully chosen (we omit the verification).
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Let us estimate the norm of fn − fn−1. By (3.8) this map vanishes outside the
union of all Ci with i ∈ Jn, and then

‖fn − fn−1‖C1,α(Rd) = sup
i∈Jn
‖∇fn −∇fn−1‖C0,α

hom(Ci)

≤ sup
i∈Jn

[
‖∇fn‖C0,α

hom(Ci)
+ ‖∇fn−1‖C0,α

hom(Ci′ )

]
. (3.9)

By (3.8) the map fn agrees with hi ◦ f0 ◦ g
−1
i on each Ci, and since gi and

hi are homotheties with scaling factors rn and ρn, respectively (cf. (3.7) and
Subsection 3.4), using the interpolation inequality (3.3) we get

‖∇fn‖C0,α
hom(Ci)

≤ 2‖∇fn‖1−α∞ ‖∇2fn‖α∞

= 2
(
ρn

rn
‖∇f0‖∞

)1−α( ρn

r2n
‖∇2f0‖∞

)α
= C

( ρ

r1+α

)n
, ) (3.10)

where C := 2‖∇f0‖1−α∞ ‖∇2f0‖α∞.20

Putting together estimates (3.9) and (3.10) we get

‖fn − fn−1‖C1,α(Rd) ≤ 2C
( ρ

r1+α

)n−1
, (3.11)

and therefore assumption (3.6) implies that the sum of ‖fn − fn−1‖C1,α over all
n = 1, 2, . . . is finite, which implies that (fn) is a Cauchy sequence in C1,α.

We now prove statement (iii). Let y ∈ Q0 be fixed. We choose a sequence
of indexes in ∈ J such that, for every n, the point y belongs to Qin with in :=
(i1, . . . , in), and we denote by x̄ the only point in the intersection of the sets Cin .

Let n = 0, 1, . . . be fixed. Since f agrees with hin
◦ f0 ◦ g

−1
in

on ∂Cin ,
property (iii) in Subsection 3.5 implies that for every j = 1, 2, 3 the set
f−1(y) ∩ gin(Gj) consists of only one point, denoted by xj,n, and there exist
pairwise disjoint curves parametrized by γj,n joining xj,n to xj,n+1 and contained
in Ey ∩ Int(Cin \ Cin+1) except for the end points.

Upon re-parametrization, we can assume that each γj,n is defined on the inter-
val [2−n−1, 2−n] and satisfies γj,n(2−n) = xj,n and γj,n(2−n−1) = xj,n+1. We then
set

γj(t) :=

{
γj,n(t) for 2−n−1 < t ≤ 2−n, n = 0, 1, . . .
x̄ for t = 0.

It is easy to check that the paths γj are continuous (the only issue being the
continuity at t = 0), and the associated curves are contained in the level set Ey
and have only the end point x̄ in common. Hence the union of these curves is a
triod contained in Ey.

20C is finite because f0 is a map of class C2 on Rd with compact support.
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A standard topological argument shows that a connected set in Rd that con-
tains a triod cannot be a simple curve (and clearly not even a point). �

4. Examples of functions without the weak Sard property

The critical set S of a Lipschitz function f : R2 → R is the set of all x ∈ R2

where f is not differentiable or ∇f(x) = 0. As explained in the introduction,
we are interested in the following property (that for functions of class C2 is an
immediate corollary of Sard’s theorem): the push-forward according to f of the
restriction of L 2 to S is singular with respect to L 1, that is

f#(1S ·L 2) ⊥ L 1 . (4.1)

This property clearly implies the following weak Sard property [1, Section 2.13]:

f#(1S∩E∗ ·L 2) ⊥ L 1 , (4.2)

where the set E∗ is the union of all connected components with positive length
of all level sets of f (see Subsection 2.4).

As pointed out in [1, Sections 2.15(iii) and 2.15(v)], property (4.1), and there-
fore also (4.2), hold whenever f has the Lusin property with functions of class
C2, and in particular when f is locally of class W 2,1.

In this section we show that in terms of Sobolev classes this regularity assump-
tion is optimal: from Subsection 4.1 to 4.5 we construct an example of Lipschitz
function f without the weak Sard property (Proposition 4.7), and in Subsec-
tion 4.8 we show how to modify this construction so to obtain a function f ′ of
class C1,α for every α < 1, and therefore also of class W β,p for every β < 2 and
every p ≤ ∞.

Finally, in Proposition 4.10 we prove that the class F of all Lipschitz functions
f : R2 → R which satisfy the weak Sard property is residual in the Banach space
of Lipschitz functions Lip(R2); this shows that in some sense Lip(R2) is the
smallest Banach space of functions that contains F (Remark 4.11).

4.1. Construction parameters. For the rest of this section (an), (bn), and (rn)
are decreasing sequences of positive real numbers such that

an ∼ bn ∼ rn ∼
1

n22n
, (4.3)

where ∼ stands for asymptotic equivalence.21 Hence the following sums are finite:

â :=
∞∑
n=0

2n+2an , b̂ :=
∞∑
n=0

2n+1bn , r̂ :=
∞∑
n=0

2n+2rn .

21 For the purpose of constructing the function f (see Subsection 4.5), the parameters rn
could be taken equal to 0; the choice in (4.3) is relevant only in the construction of the function
f ′ (see Subsection 4.8).
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Figure 4. The sets Ci for i = 0, 1, 2, and Di for i = 0, 1.

We also choose δ > 0, and set

c0 := δ + â+ r̂ , d0 := δ + b̂+ r̂ .

4.2. Construction of the sets Cn and Dn. The set C0 is a closed rectangle
with width c0 and height d0; D0 is the union of 4 closed rectangles (called the
components of D0) with width 1

2c0 − 2a0 and height 1
2d0 − b0 arranged as in

Figure 4; C1 is the union of 4 closed rectangles with width c1 := 1
2c0 − 2a0 − 2r0

and height d1 := 1
2d0 − b0 − 2r0, each one concentric to a component of D0. And

so on. . .
Thus Cn is the union of 4n pairwise disjoint, closed rectangles with width cn

and height dn (the components of Cn); Dn is the union of 4n+1 pairwise disjoint,
closed rectangles with width 1

2cn−2an and height 1
2dn− bn, and each component

of Cn contains 4 components of Dn; Cn+1 is the union of 4n+1 pairwise disjoint,
closed rectangles with width cn+1 and height dn+1 given by

cn+1 :=
1
2
cn − 2an − 2rn , dn+1 :=

1
2
dn − bn − 2rn , (4.4)

and each of these rectangles is concentric to a component of Dn.
Taking into account the definition of c0 and d0 it follows immediately that

2ncn = c0 −
n−1∑
m=0

(
2m+2am + 2m+2rm

)
↘ δ ,

and

2ndn = d0 −
n−1∑
m=0

(
2m+1bm + 2m+2rm

)
↘ δ .

In particular cn and dn are always strictly positive,22 and satisfy

cn ∼ dn ∼
δ

2n
. (4.5)

22 This means that Cn and Dn are well-defined for every n.
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Figure 5. The level curves of fn in each connected component of Cn.

We denote by C the intersection of the closed sets Cn. Thus (4.5) yields

L 2(C) = lim
n→∞

L 2(Cn) = lim
n→∞

4ncndn = δ2 . (4.6)

4.3. Construction of the functions fn and hn. We construct a sequence of
Lipschitz and piecewise smooth functions fn : R2 → R as follows. The function
f0 = f0(x1, x2) agrees with x2 in R2 \ C0, while in C0 it is defined by its level
curves, which are described in Figure 5(a); f1 agrees with f0 in R2 \C1, while in
each component of C1 it is defined by its level curves, described in Figure 5(a).
And so on for n = 2, 3, . . .

We denote by sn the oscillation of fn on the components of Cn.23 On each
component R of Dn the function fn is affine, depends only on the variable x2,
and is increasing in x2. Hence ∇fn = (0, vn) for some vn > 0. Clearly the same
holds for the components R′ of Cn+1, and then

vn =
osc(fn, R)
height(R)

=
osc(fn, R′)
height(R′)

.

Since height(R) = dn+1 + 2rn, height(R′) = dn+1, osc(fn, R) = 1
4sn (cf. Fig-

ure 5(a)), and osc(fn, R′) = sn+1, the second identity in the previous formula
yields

4sn+1 =
dn+1

dn+1 + 2rn
sn ,

and taking into account that s0 = d0 we get

4nsn = d0

[ n∏
m=1

dm
dm + 2rm−1

]
↘ d0

[ ∞∏
m=1

dm
dm + 2rm−1︸ ︷︷ ︸

σ

]
. (4.7)

23 This oscillation is clearly the same on all components of Cn.
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Using (4.3) and (4.5) we obtain log(dm/(dm+ 2rm−1)) = O(1/m2), and therefore
the infinite product σ is strictly positive. In particular, (4.7) implies

sn ∼ d0σ4−n . (4.8)

Finally, for every n = 1, 2, . . . we set

hn := fn − fn−1 . (4.9)

4.4. Estimate on the norm of fn and hn. To begin with, we compute the
L∞ norm of ∇fn on the set Cn. Clearly it suffices to compute the supremum of
|∇fn| on one component of Cn, and a closer inspection of Figure 5(a) shows that
this supremum is attained in the set E defined in the same figure. If we choose
the axis as in Figure 5(b) and denote by t the value of fn at the bottom of E,
then we readily check that for every x ∈ E, fn(x) is given by

fn(x) = t+
ansnx2

andn + (dn − 4bn)x1
,

and a straightforward computation yields

∇fn(x) =
(−(dn − 4bn)(fn(x)− t), ansn)

andn + (dn − 4bn)x1
. (4.10)

Equations (4.3) and (4.5) imply dn − 4bn ∼ δ2−n; in particular dn − 4bn > 0 for
n sufficiently large, and, taking into account that x1 ≥ −an, the denominator in
(4.10) is larger than 4anbn. Since |fn − t| ≤ sn, the absolute value of the first
component of the numerator is smaller than (dn−4bn)sn. Hence (for n sufficiently
large)

‖∇fn‖L∞(Cn) ≤
sn
4bn

(
dn − 4bn

an
+ 1
)

= O(n42−n) , (4.11)

where the final equality follows from equations (4.3) and (4.8).
Now we focus on the functions hn defined in (4.9). By construction, fn and

fn−1 agree outside Cn, and therefore the support of hn is contained in Cn. Then
(4.11) yields

‖∇hn‖∞ ≤ ‖∇fn‖L∞(Cn) + ‖∇fn−1‖L∞(Cn−1) = O(n42−n) , (4.12)

and since the distance of a point in Cn from R2 \ Cn is of order cn = O(2−n),

‖hn‖∞ = O(n44−n) . (4.13)

4.5. Construction of f . We take the functions fn and hn as in Subsection 4.3,
and for every x ∈ R2 we set

f(x) := lim
n→+∞

fn(x) = f0(x) +
∞∑
n=1

hn(x) . (4.14)

Estimates (4.12) and (4.13) show that the sum of the norms ‖hn‖C0,1 (defined
by (3.2) with an arbitrary choice of x0) is finite and therefore f is a well-defined
Lipschitz function on R2.
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4.6. Lemma. Let be given a compact metric space X and a sequence of count-
able Borel partitions Fn of X. Let δn be the supremum of the diameters of the
elements of Fn, and assume that δn → 0 as n→ +∞. Then two finite measures
µ1 and µ2 on X which agree on the elements of ∪Fn agree also on all Borel sets.

Proof. For every n, let Gn be the class of all bounded functions on X which
are constant on each element of Fn. Then

∫
g dµ1 =

∫
g dµ2 for every g ∈ Gn,

and the equality carries over to all continuous functions g because they can be
uniformly approximated by functions in ∪Gn. �

4.7. Proposition. Take the set C as in Subsection 4.2, and let f be the function
defined in (4.14). Then

(i) f is differentiable at every x ∈ C and ∇f(x) = 0;
(ii) L 1(f(C)) = d0σ where σ is given in (4.7);

(iii) f#(1C ·L 2) = m1f(C) ·L 1 where m := δ2/(d0σ); in particular, f does
not satisfy the weak Sard property (4.2).

Proof. (i) For every n ≥ 0, we write f as fn + hn+1 + hn+2 + · · · , and then
estimates (4.11) and (4.12) yield

‖∇f‖L∞(Cn) = O(n42−n) .

This implies that the Lipschitz constant of f on each component of Cn is of order
O(n42−n); since C is contained in the interior of Cn, it follows that

lim sup
y→x

|f(y)− f(x)|
|x− y|

= O(n42−n)

for every x ∈ C, and taking the limit as n→ +∞ we obtain that f is differentiable
at x and ∇f(x) = 0.

(ii) We note that f(C) is the intersection of all f(Cn), and f(Cn) agrees with
fn(Cn), and therefore it is the union of 4n pairwise disjoint, closed interval with
length sn – the images according to f of the components of Cn. Therefore, using
(4.8) we get

L 1(f(C)) = lim
n→+∞

L 1(fn(Cn)) = lim
n→+∞

4nsn = d0σ .

(iii) We must show that the measures µ := f#(1C ·L 2) and λ := m1f(C) ·L 1

are the same. Since both µ and λ are supported on the compact set f(C), we
apply Lemma 4.6 to the partitions Fn given by the sets R′ := f(R ∩ C) where
R is a component of Cn, and deduce that it suffices to prove µ(R′) = λ(R′) for
every such R′.

Since C can be written as a disjoint union of 4n translated copies of R∩C, we
have

µ(R′) = L 2(R ∩ C) = 4−nL 2(C) = 4−nδ2 .
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On the other hand f(C) can be written as a disjoint union of 4n translated copies
of R′, and then

λ(R′) = mL 1(R′) = 4−nmL 1(f(C)) = 4−nmd0σ = 4−nδ2 . �

In the next subsections we show how to modify the construction in Subsec-
tion 4.5 so to obtain a more regular example.

4.8. Construction of f ′. For every n = 0, 1, 2, . . . we consider the smoothing
kernels

ρn(x) := r−2
n ρ(x/rn) ,

where rn is given in Subsection 4.1 and ρ : R2 → R is a positive smooth function
which satisfies the following conditions:

(a) the support of ρ is contained in the ball with center 0 and radius 1/2;
(b)

∫
R2 ρ(x) dx = 1 and

∫
R2 x ρ(x) dx = 0.

Then we take fn and hn as in Subsection 4.3, and define f ′ : R2 → R as

f ′ := f0 ∗ ρ0 +
∞∑
n=1

hn ∗ ρn , (4.15)

where ∗ denotes the usual convolution product.

4.9. Proposition. Take C and f as in Subsections 4.2 and 4.5, and let f ′ be the
function defined by (4.15). Then

(i) f ′ is a well-defined function of class C1,α for every α < 1;
(ii) f ′ is smooth on R2 \ C and agrees with f on C;

(iii) ∇f ′(x) = 0 for every x ∈ C;
(iv) f ′#(1C ·L 2) = m1f ′(C) ·L 1 where m := δ2/(d0σ); in particular, f ′ does

not satisfy the weak Sard property (4.2).

Proof. (i) We claim that the series
∑
hn ∗ ρn converge in norm in the Banach

space C1,α for every α < 1, and therefore f ′ belongs to this space. Indeed, using
(3.3), (4.12), and (4.3) we obtain

‖∇(hn ∗ ρn)‖
C0,α

hom
≤ 2‖∇(hn ∗ ρn)‖1−α∞ ‖∇2(hn ∗ ρn)‖α∞

≤ 2
(
‖∇hn‖∞‖ρn‖1

)1−α(‖∇hn‖∞‖∇ρn‖1)α
= 2‖∇hn‖∞‖∇ρn‖α1
= ‖∇hn‖∞O(r−αn ) = O(n4+2α2−(1−α)n) .

Moreover estimates (4.12) and (4.13) hold even if hn is replaced by hn ∗ ρn, and
therefore ‖hn∗ρn‖C1,α = O(n62−(1−α)n), which implies that the sum of the norms
‖hn ∗ ρn‖C1,α is finite.

(ii) Each hn is supported in Cn (cf. Subsection 4.3) and since ρn is supported
in the ball with center 0 and radius rn/2, the function hn ∗ρn is supported in the
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closed set C ′n of all points whose distance from Cn is at most rn/2. Since the sets
C ′n decrease to C, f ′ agrees with a finite sum of smooth functions in every open
set with positive distance from C, and therefore is smooth on R2 \ C.

By construction, fn is affine on Dn and then hn = fn−fn−1 is affine on Dn too.
Therefore, assumption (b) in Subsection 4.8 and the fact that ρn is supported in
the ball with center 0 and radius rn/2 imply that hn ∗ ρn = hn in the closed set
D′n of all points of Dn whose distance from the boundary of Dn is at least rn/2.
Since D′n contains Cn+1 (cf. Figure 4), which in turn contains C, we have that
hn ∗ ρn = hn on C. A similar argument shows that f0 ∗ ρ0 = f0 on C. Then
f = f ′ on C by definitions (4.14) and (4.15).

Since f ′ = f on C, statements (iii) and (iv) follow (almost) immediately from
statements (i) and (iii) of Proposition 4.7. �

The next result that shows that the weak Sard property is verified by a generic
function.

4.10. Proposition. Let Lip(R2) be the Banach space of Lipschitz function on
R2, and let G be the subclass of all functions whose critical set has measure zero.
Then G is residual in Lip(R2).24

Proof. For every r > 0 let Gr be the class of all f ∈ Lip(R2) whose critical set
S(f) satisfies L 2(S(f)) < r. Since G is the intersection of all Gr with r = 1/n and
n = 1, 2, . . . , it suffices to show that each Gr is open and dense in Lip(R2). Among
the many (equivalent) complete norms on Lip(R2) we consider the following:
‖f‖ := |f(0)|+ ‖∇f‖∞.

Step 1: Gr is open. Take f ∈ Gr. Since L 2(S(f)) < r, there exists δ > 0
such that L 2({x : |∇f(x)| ≤ δ}) < r, and therefore L 2(S(g)) < r for every
g ∈ Lip(R2) such that ‖∇f −∇g‖∞ < δ, that is, for every g in a neighbourhood
of f .

Step 2: Gr is dense. Given f ∈ Lip(R2) and δ > 0, we must find g ∈ Gr
such that ‖g − f‖ ≤ δ. We take an open set A which contains S(f) and satisfies
L 2(A \ S(f)) < r, and choose a sequence of pairwise disjoint closed discs Dn

contained in A which cover almost all of S(f). Then for every n we choose a
Lipschitz function gn such that ∇gn 6= 0 a.e. in Dn and ∇gn = 0 a.e. in R2 \Dn.
Up to rescaling we can assume that ‖gn‖ ≤ 2−nδ, and then we set

g := f +
∞∑
n=1

gn .

Thus g is Lipschitz, ‖g − f‖ ≤ δ, and S(g) is contained in A \ S(f), and in
particular L 2(S(g)) < r, that is, g belongs to Gr. �

24 A set in a topological space is residual if it contains a countable intersection of open dense
sets. By Baire theorem, a residual set in a complete metric space is dense.
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4.11. Remark. (i) The class F of all functions in Lip(R2) which satisfy the
weak Sard property contains G , and therefore it is residual in Lip(R2).

(ii) Lip(R2) is the smallest functional space which contains F . More precisely,
a Banach space X which embeds continuously in Lip(R2) and (whose image)
contains F must agree with Lip(R2) itself. Indeed the image of X is residual in
Lip(R2), the Open Mapping Theorem implies that the embedding is open, and
therefore an isomorphism.

5. Non-locality of the divergence operator

In this section we show that the divergence operator is not strongly local on
the space of vector fields in L∞ with distributional divergence in L∞. More
precisely, in Subsection 5.4 we construct a bounded vector field b on the plane
whose distributional divergence div b is bounded, non-trivial, and its support is
contained in the set where b takes the value 0 (Proposition 5.6).

5.1. Remark. Proposition 6.6 in [1] establishes the following relation between
the locality of the divergence and the weak Sard property: let b be a bounded
vector field on the plane which has bounded divergence and can be represented as
b = a ∇⊥f with a a bounded function and f a Lipschitz function; if f satisfies the
weak Sard property then the divergence of b is local, in the sense that div b = 0 a.e.
on every set where b is a.e. constant.

Note that the vector field b given in Subsection 5.4 can be written as b =
1E ∇⊥f where the set E and the Lipschitz function f are given in Subsections 5.3
and 5.7, respectively, and indeed f does not satisfy the weak Sard property (in
Proposition 5.9 we give a direct proof of this fact).

5.2. Construction parameters. For the rest of this section (dn) is a fixed,
decreasing sequence of positive real numbers such that

dn ≥ 5 · 2−n for n = 0, 1, 2, . . . (5.1)

and the sums

c0 :=
∞∑
n=0

2nd2n , c1 :=
∞∑
n=0

2nd2n+1 (5.2)

are finite. We then choose r > 0, and set a0 := c0 +
√

2r, a1 := c1 + r.

5.3. Construction of the sets C and E. The set C0 is a closed rectangle with
width a1 and height a0; C1 is the union of two closed rectangles obtained by
removing from C0 the middle rectangle with same width (that is, a1) and height
d0; C2 is the union of four closed rectangles obtained by removing from each
of the two rectangles that compose C1 the middle rectangle with same height
(denoted by a2) and width d1 as shown in Figure 6. And so on. . .

Thus Cn is contained in Cn−1, and consists of 2n closed rectangles with the
same width and the same height, called components of Cn. Let an denote the
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Figure 6. The sets Ci, Ei, and the integral curves of bi (within
Ei) for i = 1, 2, 3.

width of such rectangles for n odd, and the height for n even (thus the other
dimension is an+1); then an satisfies the recursive relation

2an+2 = an − dn . (5.3)

We easily deduce from (5.3) that for every n ≥ 1

2na2n = a0 −
n−1∑
m=0

2md2m ↘
√

2r ,

and

2na2n+1 = a1 −
n−1∑
m=0

2md2m+1 ↘ r .

Hence an is strictly positive and

an ∼ 2(1−n)/2r . (5.4)

The set En is defined as in Figure 6), it is open, contained in the complement
of Cn, and contains En−1. Note that E1 – and therefore all En – contains an
horizontal strip unbounded to the left.

Finally, we denote by C the intersection of the closed sets Cn, and by E the
union of the open sets En. Thus C is the product of two Cantor-like sets, and
(5.4) yields

L 2(C) = lim
n→∞

L 2(Cn) = lim
n→∞

2nanan+1 =
√

2 r2 . (5.5)

5.4. Construction of the vector field b. For every n ≥ 0, the vector field bn
is set equal to 0 in R2 \En, while in En it is piecewise constant, satisfies |bn| = 1
everywhere, and its direction can be inferred from the integral curves and the
arrows drawn in Figure 6.25 Note that bn agrees with bn−1 in En−1 for every n.

25 In what follows it does not matter how bn is defined at the corners of the integral curves.
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Finally, the vector field b is the pointwise limit of bn.26

The result in the next subsection is used to compute the divergence of b.27

5.5. Divergence of piecewise regular vector fields. Let b be a bounded
vector field on Rd, and {Ai} a finite family of pairwise disjoint open sets with
Lipschitz boundaries whose closures cover Rd. We assume that b agrees on each
Ai with a vector field bi of class C1 defined on Rd. Then the divergence of b is a
measure of the form

div b = h ·L d + g 1Σ ·H d−1 , (5.6)
where Σ is the union of all ∂Ai, h is the pointwise divergence of b (defined for all
x /∈ Σ), and g is the difference of the normal components of b at the two sides
of Σ. More precisely, for every x ∈ ∂Ai ∩ ∂Aj where both ∂Ai and ∂Aj admit a
tangent plane T , we set g(x) := (bi(x)− bj(x)) · η where η is the unit normal to
T pointing toward Ai.

5.6. Proposition. Take C and b as in Subsections 5.3 and 5.4. Then b = 0 on
C, while div b is non trivial, belongs to L∞(R2), and is supported on C. More
precisely div b = m1C where m := 1/(

√
2r2).

Proof. The fact that b = 0 on C follows immediately from the fact that bn = 0
on C by construction and b is the pointwise limit of bn.

Step 1: computation of the divergence of bn. We compute div bn using formula
(5.6). In this case h = 0 because bn is piecewise constant, and Σ consists of
the boundary of En plus the discontinuity points of bn contained in En, that is,
the corner points of the integral curves drawn in Figure 6. Moreover g = 1 in
Fn := ∂En ∩ ∂Cn, and g = 0 everywhere else. Thus div bn = µn, where µn is the
restriction of H 1 to the set Fn. Since Fn is the union of 2n segments of length
2−n, µn is a probability measure.

Step 2: computation of the divergence of b. Since bn converge to b in L1, the
divergence of b is the limit (in the sense of distributions) of div bn = µn and
therefore is a probability measure, which we denote by µ. Since the support of
each µn is contained in Cn, the support of µ is contained in C.

Take n = 1, 2, . . . , and let R be one of the 2n components of Cn. We claim
that

µ(R ∩ C) = µ(R) = 2−n . (5.7)
Indeed, for every m ≥ n, the closed rectangle R contains 2m−n of the 2m segments
that compose Fm. Hence µm(R) = 2−n, and passing to the limit as m → +∞
we obtain µ(R) ≥ 2−n. On the other hand, if R′ is an open neighbourhood of

26 By construction the sequence bn(x) is definitely constant for every x ∈ R2, and therefore
it converges to some limit b(x). It can be easily shown that it is a Cauchy sequence in L1(R2).

27 Through this section, divergence, gradient, and curl are intended in the sense of
distributions.
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R which intersect no other component of Cn we have µm(R′) = 2−n for every
m ≥ n, and passing to the limit we get µ(R) ≤ µ(R′) ≤ 2−n. Thus (5.7) is
proved.

Now we must show that µ = λ where λ := m1C · L 2. Since µ and λ are
supported on C, by Lemma 4.6 it suffices to show that µ(R ∩C) = λ(R ∩C) for
every rectangle R taken as in Step 2. Since C can be written as disjoint union of
2n translated copies of R ∩ C, then

λ(R ∩ C) = mL 2(R ∩ C) = 2−nmL 2(C) = 2−n = µ(R ∩ C) ,

where the third identity follows from (5.5), and the fourth one from (5.7). �

5.7. Construction of the function f . By Proposition 5.6, the divergence of
b vanishes on the open set E, and therefore the rotated vector field b> (see
footnote 3) is curl-free on E. Since the set E is simply connected, b> is the
gradient of a function f : E → R of class W 1,∞, and therefore we can assume
that f is locally Lipschitz on E.

Clearly b = ∇⊥f a.e. on E, and the level sets of f agree (in E) with the integral
curves of b.

Since f has Lipschitz constant 1 on E (see Lemma 5.8 below), it can be
extended to a function on the plane with Lipschitz constant 1 using McShane
lemma.

5.8. Lemma. Take f and E as above. Then f has Lipschitz constant 1 on E.

Proof. Since |∇f | = |b| = 1 a.e. on E, the restriction of f to every convex
subset of E has Lipschitz constant 1, but proving that f has Lipschitz constant
1 on E is more delicate.

Given ti ∈ f(E) for i = 1, 2, let Li := {x ∈ E : f(x) = ti} be the corresponding
level sets, and set δ := |t1 − t2|. Then f has Lipschitz constant 1 if for every
choice of ti and of xi ∈ Li there holds

|x1 − x2| ≥ δ . (5.8)

By a density argument, it suffices to prove (5.8) when both level sets intersect
Cn for all n.

Let n be the smallest integer such that L1 ∩ Cn and L2 ∩ Cn are contained in
different components of Cn. Denote these components by R1 and R2, respectively,
and take the rectangle R as in Figure 7(a). This picture clearly shows that if
both x1 and x2 belong to R1 ∪R2 ∪R then (5.8) holds.

We assume now that x1 /∈ R1∪R2∪R (the case x2 /∈ R1∪R2∪R is equivalent).
Take m such that x1 belongs to the rectangle S in Figure 7(b). There are two
possibilities: either x2 belongs to the rectangle S′ defined in Figure 7(b), or it
doesn’t. In the former case, Figure 7(c) shows that (5.8) holds.28 In the latter

28 The upper picture in Figure 7(c) refers to the case m < n and the lower one to the case
m = n.
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Figure 7. Estimating the distance between the level sets L1 and L2.

case, Figure 7(b) shows that (5.8) holds provided that the lengths rm, sm (defined
in the figure) and 22−m are larger than δ.

Let us prove these inequalities. Since m ≤ n and 21−n ≥ δ (see Figure 7(a)),
then

22−m ≥ 22−n ≥ 2δ .
Moreover assumption (5.1) yields

rm =
1
2

(dm−1 − 21−m) ≥ 22−m ≥ 2δ .

Finally, (5.3) and the positivity of an imply an ≥ dn, and taking into account
(5.1)

sm =
1
2

(am − 2−m) ≥ 1
2

(dm − 2−m) ≥ 21−m ≥ δ .
�

5.9. Proposition. Take C, E, b and f as in the previous subsections. Then
(i) b = 1E ∇⊥f a.e.;
(ii) ∇f = 0 a.e. in C;

(iii) f does not satisfy the weak Sard property.

Proof. Statement (i) follows immediately from the definitions of b and f .
(ii). Let {e1, e2} be the standard basis of R2. Fix a point x ∈ C where f is

differentiable, and for every n = 1, 2, . . . denote by Rn the connected component
of Cn which contains x.

Note that Rn has sides of length an and an+1 and since an ≥ an+1, at least
one of the points x± 1

2an+1e1 belongs to Rn. We denote this point by xn. Then
(5.4) yields

|f(xn)− f(x)| ∼ |D1f(x)| an+1

2
∼ |D1f(x)| r

2
2−n/2 . (5.9)

On the other hand, Figure 6 shows that the integral curves of b (in E) which
intersect Rn are exactly those which intersect a certain (open) segment Jn of
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length 2−n contained in the segment J in Figure 6(a). Taking into account that
these integral curves are the restriction to E of the level sets of f , we deduce that
f(C ∩ Rn) = f(Jn), and since the slope of f along Jn is 1, the set f(Jn) is an
interval of length 2−n, that is

osc(f, C ∩Rn) = osc(f, Jn) = 2−n , (5.10)

where osc(f,E) stands for the oscillation of f on the set E.
A close examination of Figure 6 shows that the distance of any point of Rn

from C∩Rn is at most 1
2(dn+dn+1). Moreover dn = o(2−n/2) because we assumed

that the sums in (5.2) converge. Therefore (5.10) and the fact that the Lipschitz
constant of f is 1 yields

osc(f,Rn) ≤ osc(f, C ∩Rn) + dn + dn+1 = o(2−n/2) . (5.11)

Now, (5.9) and (5.11) can be both true only if D1f(x) = 0. A similar argument
shows that D2f(x) = 0. We conclude that ∇f(x) = 0 for every x ∈ C where f is
differentiable, that is, for a.e. x ∈ C.

(iii). As pointed out before, f(C) = f(J) is an interval of length 1, and
therefore, upon addition of a constant, we can assume that this interval is [0, 1].
To prove statement (iii) we show that µ := f#(1C ·L 2) agrees with m1[0,1] ·L 1

where m := L 2(C).
To this end, it suffices to show that µ is non atomic and µ(In,k) = m/2n for

every interval In,k := ((k − 1)2−n, k2−n) with n = 1, 2, . . . and k = 1, . . . , 2n

(cf. Lemma 4.6).
The latter claim follows by the fact that C ∩ f−1(In,k) agrees up to a null set

with C ∩Rn,k where Rn,k is a suitable connected component of Cn, and therefore
L 2(C ∩Rn,k) = m2−n. The former claim follows by a similar argument. �

6. Appendix: a measurability lemma

Let be given a compact metric space X, a topological space Y , a continuous
map f : X → Y , and a real number d ≥ 0. For every y ∈ Y we write Ey for the
level set f−1(y) and Edy for union of all connected components C of Ey such that
H d(C) > 0, and then we let Ed be the union of Edy over all y ∈ Y .

6.1. Proposition. The sets Edy and Ed are countable unions of closed sets in X;
in particular they are Borel measurable.

In order to prove this statement we need to recall some definitions and known
facts. As usual F (X) is the class of all non-empty closed subsets of X, and is
endowed with the Hausdorff distance dH (see (2.1)). Since X is compact, the
metric space F (X) is compact, and the subclass Fc(X) of all elements of F (X)
which are connected is closed (see for instance [8, Theorems 3.16 and 3.18]).

6.2. Lemma. If G is a closed subclass of F (X), then the union C of all sets in
G is a closed subset of X.
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Proof. Let x be the limit of a sequence of points xn ∈ C. For every n there
exists Cn ∈ G such that xn ∈ Cn, and since G is closed in F (X) and therefore
compact, the sequence (Cn) has an accumulation point C∞ ∈ G . Hence x belongs
to C∞, and therefore also to C. �

For every set E in X the d-dimensional Hausdorff measure H d(E) is defined
(up to a renormalization factor) as the supremum over all δ > 0 of the outer
measures H d

δ (E) given by

H d
δ (E) := inf

{∑
i

(
diam(Ai)

)d}
, (6.1)

where the infimum is taken over all countable coverings {Ai} of E such that
diam(Ai) ≤ δ for every i. Note that the value of H d

δ (E) does not change if the
sets Ai are assumed to be open.

6.3. Lemma. The outer measures H d
δ are upper semicontinuous on F (X).

Proof. Take E0 ∈ F (X) and ε > 0. By (6.1) there exists an open covering
{Ai} of E0 such that diam(Ai) ≤ δ for every i and∑

i

(
diam(Ai)

)d
< H d

δ (E0) + ε .

Since the union A of all Ai is open and the set E0 is compact, then A contains
all sets E in some neighbourhood of E0, and H d

δ (E) ≤ H d
δ (E0) + ε for all

such E. �

Proof of Proposition 6.1. We only prove the result for Ed; the proof for Edy
is essentially the same.

Let G be the class of all connected, closed sets C in X which are contained in
Ey for some y ∈ Y . It is easy to show that G is closed in F (X), and therefore
Lemma 6.3 yields that the subclass G (δ, ε) of all C ∈ G such that H d

δ (C) ≥ ε is
also closed in F (X) for every δ, ε > 0. Hence the union G(δ, ε) of all sets C in
Gc(δ, ε) is closed in X by Lemma 6.2.

To conclude the proof it suffices to verify that Ed agrees with the union of all
G(1/m, 1/n) with m,n = 1, 2, . . . �

7. Appendix: a density lemma

In this appendix we give a density result used in the proof of Lemma 2.14.

7.1. Notation. Let I be the interval [0, 1]. As usual, I∗ is the metric space
obtained by identifying the end points of I (see Subsection 2.2), and Lip(I)
stands for the Banach space of Lipschitz functions ϕ : I → R endowed with the
norm

‖ϕ‖ := ‖ϕ‖∞ + ‖ϕ̇‖∞ ;
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we denote by Lip∗(I) and Lip0(I) the subspaces of all functions ϕ ∈ Lip(I) such
that ϕ(0) = ϕ(1), and ϕ(0) = ϕ(1) = 0, respectively (thus Lip∗(I) agrees with
the space of Lipschitz functions on I∗).

Given a Lipschitz map γ : I → Rd, we denote by X(γ) the subspace of all
ϕ ∈ Lip(I) of the form ϕ = f ◦ γ where f is a smooth function with compact
support on Rd, and by X∗(γ) and X0(γ) the intersections of X(γ) with Lip∗(I)
and Lip0(I), respectively.

Finally, we denote by τ the topology on Lip(I) induced by the class T of all
bounded linear functional Λ on Lip(I) of the form

〈Λ;ϕ〉 :=
∫
I
ϕ̇ a dL 1 +

∫
I
ϕdµ , (7.1)

where a is a function in L1(I) and µ a real-valued measure on I.

7.2. Proposition. The space X(γ) [resp. X∗(γ), X0(γ)] is τ -dense in Lip(I)
[resp. Lip∗(I), Lip0(I)] if and only if the following conditions hold:

(i) γ is injective on I [resp. I∗];
(ii) γ̇ 6= 0 a.e. in I.

7.3. Remark. (i) The topology τ makes Lip(I) a separated, locally convex topo-
logical vector space. The class T is strictly contained in the dual of Lip(I), thus
τ is coarser than the weak topology. More precisely, if we identify Lip(I) with
R× L∞(I) via the isomorphism ϕ 7→ (ϕ(0), ϕ̇), then τ corresponds to the weak*
topology of R× L∞(I), viewed as dual of R× L1(I).

(ii) Note that a weak* dense subspace of L∞(I) is not necessarily sequentially
weak* dense, and therefore we do not know if assumptions (i) and (ii) in Propo-
sition 7.2 imply that X(γ) is sequentially τ -dense in Lip(I), or, equivalently, that
every function in Lip(I) is the limit of a sequence of uniformly Lipschitz functions
in X(γ).

Proposition 7.2 has the following straightforward corollary.

7.4. Corollary. Let Λ be a functional of the form (7.1) such that 〈Λ;ϕ〉 = 0 for
all ϕ in X(γ). If γ is injective on I [resp. I∗] and γ̇ 6= 0 a.e., then 〈Λ;ϕ〉 = 0 for
all ϕ in Lip(I) [resp. Lip∗(I)].

Proof of Proposition 7.2. We prove the statement only for Lip0(I); the re-
maining cases can be easily derived from this one (or proved essentially in the
same way).

Recall that the τ -density of X0(γ) in Lip0(I) means that the following impli-
cation holds for every Λ ∈ T :

〈Λ;ϕ〉 = 0 ∀ϕ ∈ X0(γ) ⇒ 〈Λ;ϕ〉 = 0 ∀ϕ ∈ Lip0(I) . (7.2)

Step 1: necessity of (i). Assume by contradiction that γ is not injective on
I∗, that is, there exist two different points t1, t2 ∈ I, not both equal to 0 and 1,
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such that γ(t1) = γ(t2). Then implication (7.2) fails for the functional Λ given
by a := 0 and µ := δt1 − δt2 .

Step 2: necessity of (ii). Assume by contradiction that there exists a subset A
of I such that 0 < |A| < 1 and γ̇ = 0 a.e. on A. Then implication (7.2) fails for
the functional Λ given by a := 1A and µ := 0. Indeed (f ◦ γ)′ = ∇f · γ̇ = 0 a.e.
on A for every f ∈ C∞c (Rd), and therefore 〈Λ;ϕ〉 = 0 for every ϕ ∈ X0(γ); on
the other hand 〈Λ;ϕ〉 6= 0 if ϕ is the Lipschitz function defined by ϕ(0) := 0 and
ϕ̇ := 1A −m with m := L 1(A) (note that ϕ belongs to Lip0(I)).

Step 3: sufficiency of (i) and (ii). For every Λ ∈ T which does not vanish on
Lip0(I) we must construct a function ϕ ∈ X0(γ) such that 〈Λ;ϕ〉 6= 0.

Integrating by parts the second integral in (7.1) we obtain that

〈Λ;ϕ〉 :=
∫
I
ϕ̇ α dL 1 for every ϕ ∈ Lip0(I), (7.3)

where α := a − u and u is a BV function on I whose distributional derivative
agrees with µ.

Therefore the fact that Λ does not vanish on Lip0(I) implies that the distri-
butional derivative of α does not vanish, that is, α does not agree a.e. with a
constant.

Step 4: idea for the construction of ϕ. Since α is not constant, we can find two
disjoint intervals I1 and I2 in I such that α is close (in the L1 sense) to a constant
ci on each Ii, and c1 6= c2. Then we set ϕ := f ◦ γ where f is a smooth function
chosen in such a way that ϕ = 0 on the connected component of I∗ \ (I1 ∪ I2)
which contains 0 and ϕ = 1 on the other. Hence ϕ̇ vanishes outside the intervals
I1 and I2, has integral equal to 1 on one of them (say I1), and equal to −1 on
the other, and using that α ' ci on Ii we obtain 〈Λ;ϕ〉 =

∫
I αϕ̇ ' c1 − c2 6= 0.

Step 5: construction of ϕ. We write I(t, δ) for the interval [t− δ, t+ δ]. Since
the function α is not a.e. equal to a constant and γ̇ 6= 0 a.e. (assumption (ii)),
we can find t1, t2 ∈ I such that

(a) 0 < t1 < t2 < 1;
(b) α is approximately continuous at t1 and t2 and α(t1) 6= α(t2);
(c) γ is differentiable at t1 and t2 and γ̇(t1), γ̇(t2) 6= 0.

Let us fix for the time being ε > 0. Using (a), (b), and (c) we find δ0 = δ0(ε) > 0
such that

(d) I(t1, δ0) and I(t2, δ0) are disjoint and contained in (0, 1);
(e)

∫
I(ti,δ)

|α(t)− α(ti)| dt ≤ εδ for every δ with 0 < δ ≤ δ0 and i = 1, 2;

(f) |γ(t)− γ(ti)− γ̇(ti)(t− ti)| ≤ ε|t− ti| for t ∈ I(ti, δ0) and i = 1, 2.
Let us fix for the time being δ with 0 < δ ≤ δ0, and denote by ρ = ρ(δ) the
distance between the compact sets

C0 := γ([0, t1 − δ] ∪ [t2 + δ, 1]) and C1 := γ([t1 + δ, t2 − δ]) .
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Since γ is injective C0 and C1 are disjoint, hence ρ > 0 and there exists a smooth
function f : Rd → [0, 1] with compact support such that

(g) f = 0 on C0 and f = 1 on C1;
(h) ‖∇f‖∞ ≤ 2/ρ.29

Finally we set ϕ := f ◦ γ. Since γ(0) and γ(1) belong to C0, property (g) implies
ϕ(0) = ϕ(1) = 0, and therefore ϕ belongs to X0(γ).

Step 6: estimate for 〈Λ;ϕ〉. Property (g) implies that ϕ is equal to 1 on
[t1 + δ, t2− δ], and to 0 on [0, t1− δ] and [t2 + δ, 1]. Hence ϕ̇ vanishes a.e. outside
the intervals I(t1, δ) and I(t2, δ), and then

〈Λ;ϕ〉 =
∑
i=1,2

∫
I(ti,δ)

ϕ̇(t)α(t) dt

=
∑
i=1,2

[∫
I(ti,δ)

ϕ̇(t)α(ti) dt+
∫
I(ti,δ)

ϕ̇(t)(α(t)− α(ti)) dt

]

=
∑
i=1,2

[
α(ti)

(
ϕ(ti + δ)− ϕ(ti − δ)

)
+
∫
I(ti,δ)

ϕ̇(t)(α(t)− α(ti)) dt

]

= α(t1)− α(t2) +
∑
i=1,2

∫
I(ti,δ)

ϕ̇(t)(α(t)− α(ti)) dt .

Setting c := α(t1)− α(t2) and taking into account (e), (h) we thus obtain

|〈Λ;ϕ〉 − c| ≤
∑
i=1,2

∫
I(ti,δ)

|ϕ̇(t)| |α(t)− α(ti)| dt

≤ 2‖ϕ̇‖∞ εδ ≤ 2‖∇f‖∞‖γ̇‖∞εδ ≤ 4‖γ̇‖∞
εδ

ρ
. (7.4)

Step 7: estimate for ρ. Set m := |γ̇(t1)| ∧ |γ̇(t2)|. Since the map γ is injective
on I∗ (assumption (i)), there exists r = r(δ0) > 0 such that |γ(t) − γ(t′)| ≥ r
whenever |t− t′| ≥ δ0 and 1− |t− t′| ≥ δ0.

We claim that
ρ ≥ r ∧ 2(m− ε)δ . (7.5)

By the definition of ρ this means that for every t ∈ [0, t1 − δ] ∪ [t2 + δ, 1] and
t′ ∈ [t1 + δ, t2 − δ] there holds |γ(t)− γ(t′)| ≥ r ∧ 2(m− ε)δ.

Assume indeed that |γ(t) − γ(t′)| < r. Then the definition of r and property
(d) imply that t, t′ ∈ I(ti, δ0) either for i = 1 or i = 2, and then property (f)

29 For example, let f be the function ((3/2−2 dist(x,C1)/ρ)∧1)∨0 regularized by convolution
with a smooth kernel with support contained in the ball with center 0 and radius ρ/4.
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Figure 8. Proof of Lemma 8.1: extension of paths γ1 and γ2.

yields

|γ(t)− γ(t′)| ≥ |γ̇(ti)| |t− t′| − ε|t− ti| − ε|t′ − ti|
≥ (m− ε)|t− t′| ≥ 2(m− ε)δ ,

where we have used that |t − t′| = |t − ti| + |t′ − ti| (note that ti belongs to the
interval with end points t, t′).

Step 8: conclusion. Since ε,m, r do not depend on δ, we can choose the latter
so that 2(m− ε)δ ≤ r. Then estimates (7.4) and (7.5) yield

|〈Λ;ϕ〉 − c| ≤ 2‖γ̇‖∞
ε

m− ε
,

and to obtain that 〈Λ;ϕ〉 6= 0 it suffices to choose ε so that the right-hand side of
the previous inequality is strictly smaller than |c| (such ε exists because m does
not depend on ε and c does not vanish). �

8. Appendix: A proof of the triod lemma

In this appendix we give a self-contained proof of Lemma 2.15.

8.1. Lemma. Let D be a closed disc in R2, and let C1, C2 be curves parametrized
by γ1, γ2 : [0, 1] → D with end points γi(0), γi(1) in ∂D for i = 1, 2. If C1 and
C2 are disjoint, then γ2(0) and γ2(1) belong to the same connected component of
∂D \ {γ1(0), γ1(1)}.

Proof. Assume by contradiction that γ2(0) belongs to one of the two arcs of the
circle ∂D with end points γ1(0) and γ1(1) while γ2(1) belongs to the other. Then
we can extend both paths γ1, γ2 to [−1, 1]∗ so that the extensions are smooth on
[−1, 0], map the interval (−1, 0) in the complement of D, and there exists only
one couple (t1, t2) such that γ1(t1) = γ2(t2), and in that case the vectors γ̇1(t1)
and γ̇2(t2) are linearly independent (see Figure 8).

Then Γ(s1, s2) := γ1(s1)− γ2(s2) is a map from the torus [−1, 1]∗ × [−1, 1]∗ to
R2, and the assumptions on γ1 and γ2 imply that Γ−1(0) contains only one point,
and this point is regular. Hence the Brower degree of Γ must be ±1. On the
other hand Γ is not surjective on R2 because its domain is compact, and therefore
its Brower degree must be 0, hereby a contradiction. �
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Figure 9. Proof of Lemma 2.15: (a) truncation of the triod Y ;
(b) the distance between F (Y ) and F (Y ′) is larger than δ.

8.2. Corollary. Let D be a closed disc in R2, and let E1 and E2 be close subsets
of D which are connected by curves. If E1 and E2 are disjoint, then E1 ∩ ∂D is
contained in one connected component of ∂D \ E2.

Proof. Assume by contradiction that there exist x1, y1 ∈ E1 ∩∂D which do not
belong to the same connected component of ∂D \ E2. Then the two arcs of ∂D
with end points x1 and y1 must both contain points of E2, say x2 and y2. Thus
x2 and y2 belongs to different connected components of ∂D \ {x1, y1}. But for
i = 1, 2 there exist curves Ci contained in Ei and connecting xi and yi, and this
contradicts Lemma 8.1. �

Proof of Lemma 2.15. Let D be an open disc in R2 with center x and radius
ρ. For every triod Y = C1 ∪ C2 ∪ C3 with center y we set

r := min
i=1,2,3

{
max
z∈Ci
|z − y|

}
.

If y ∈ D and r ≥ |x− y|+ ρ, then for every i there exists z ∈ Ci which does not
belong to D, and therefore Ci must intersect the circle ∂D. Then we denote by
ti the smallest t such that γi(t) ∈ ∂D (where γi are taken as in Subsection 2.3),
and by E(Y ) the ‘truncated’ triod

E(Y ) :=
3⋃
i=1

γi([ai, ti])

(see Figure 9(a)). Moreover we let F (Y ) be the set of end points of E(Y ), i.e.,

F (Y ) := {γi(ti) : i = 1, 2, 3} = E(Y ) ∩ ∂D .

Finally, let FD denote the family of all Y ∈ F such that y ∈ D and r ≥
|x− y|+ ρ, and GD the family of all F (Y ) with Y ∈ FD.

Step 1. The family F is the union of FD over all discs D whose centers have
rational coordinates, and whose radii are rational. Hence, to prove that F is
countable it suffices to show that each FD is countable.
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Step 2. Since the elements of FD are pairwise disjoint and F (Y ) ⊂ Y , the
map Y 7→ F (Y ) is injective on FD. Therefore to prove that FD is countable it
suffices to show that GD is countable.

Step 3. On the circle ∂D we consider the geodesic distance d,30 and endow
the set GD with the Hausdorff distance dH associated to d (see (2.1)). Since the
metric space GD is separable, to prove that it is countable it suffices to show that
it contains only isolated points.

Step 4. Given Y ∈ FD, let δ be the length of the shortest arc in ∂D
with end points in F (Y ) = {y1, y2, y3} (see Figure 9(b)). We claim that
dH(F (Y ), F (Y ′)) ≥ δ for every Y ′ ∈ FD with Y ′ 6= Y . Indeed the triods
E(Y ) and E(Y ′) are disjoint subsets of the closure of D, and Corollary 8.2 im-
plies that E(Y ′) ∩ ∂D = F (Y ′) is contained in one connected component of
∂D \ E(Y ) = ∂D \ F (Y ), for example the arc with end points y1, y2 that does
not contains y3. Then the distance of y3 from F (Y ′) is at least δ, which implies
the claim. �
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