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Abstract

We give a sufficient condition for the abstract basin of attraction of a sequence of holomorphic self-maps of balls in \( \mathbb{C}^d \) to be biholomorphic to \( \mathbb{C}^d \). As a consequence, we get a sufficient condition for the stable manifold of a point in a compact hyperbolic invariant subset of a complex manifold to be biholomorphic to a complex Euclidean space. Our result immediately implies previous theorems obtained by Jonsson-Varolin and by Peters; in particular, we prove (without using Oseledec’s theory) that the stable manifold of any point where the negative Lyapunov exponents are well-defined is biholomorphic to a complex Euclidean space. Our approach is based on the solution of a linear control problem in spaces of subexponential sequences, and on careful estimates of the norm of the conjugacy operator by a lower triangular matrix on the space of \( k \)-homogeneous polynomial endomorphisms of \( \mathbb{C}^d \).


Introduction

Let \( f : M \to M \) be a holomorphic automorphism of a complex manifold and let \( \Lambda \subset M \) be a compact hyperbolic invariant subset of \( M \), with stable distribution of complex dimension \( d \). The stable manifold of each point \( x \in \Lambda \), that is the set

\[
W^s(x) = \left\{ z \in M \mid \lim_{n \to \infty} \text{dist} \left( f^n(z), f^n(x) \right) = 0 \right\},
\]

is the image of a holomorphic injective immersion \( W \hookrightarrow M \) of a complex manifold \( W \). Such an immersion endows \( W^s(x) \) with the structure of a complex manifold. As a model \( W \) one can choose, for instance, the space of sequences \( W = \left\{ (z_n) \subset M \mid z_{n+1} = f(z_n) \text{ and } \lim_{n \to \infty} \text{dist} (z_n, f^n(x)) = 0 \right\} \),

which is a \( d \)-dimensional complex submanifold of the complex Banach manifold consisting of all sequences \( (z_n) \subset M \) such that \( \text{dist} (z_n, f^n(x)) \) is infinitesimal. In this case, the immersion maps each sequence \( (z_n) \in W \) into its first element \( z_0 \).

The stable manifold \( W^s(x) \) is smoothly diffeomorphic to \( \mathbb{C}^d \) and it is natural to ask whether it is also biholomorphic to \( \mathbb{C}^d \) (such a question was raised for instance by E. Bedford in [Bed00]).

The answer turns out to be affirmative when the invariant set \( \Lambda \) is a hyperbolic fixed point, as proven by J.-P. Rosay and W. Rudin in [RR88]. More generally, M. Jonsson and D. Varolin proved that the answer is affirmative for almost every point in \( \Lambda \), with respect to any invariant probability measure supported on \( \Lambda \) (see [JV02]). In the general case, J. E. Fornæss and B.
Stensønes have proven that \( W^s(x) \) is always biholomorphic to a domain in \( \mathbb{C}^d \) (see [FS04], Remark A.4 in the appendix below also explains why this fact holds), but the question whether it is actually biholomorphic to \( \mathbb{C}^d \) remains open.

By the local stable manifold theorem, a neighborhood of each point \( f^n(x) \) in \( W^s(f^n(x)) = f^n(W^s(x)) \) is biholomorphic to the unit ball \( B \) about 0 in \( \mathbb{C}^d \), and by reading the maps \( f|_{W^s(f^n(x))} \) by means of these parameterizations (suitably chosen), one obtains a sequence of holomorphic maps

\[
f_n : B \to B
\]

which fix 0 and are such that for every \( n \in \mathbb{N} \),

\[
\nu |z| \leq |f_n(z)| \leq \lambda |z|, \quad \forall z \in B,
\]

for some \( 0 < \nu \leq \lambda < 1 \). For any sequence of holomorphic maps \( f = (f_n : B \to B)_{n \in \mathbb{N}} \) with the above properties, one can define the abstract basin of attraction of 0 as the set \( \text{Wf} \) of all sequences \( (z_n)_{n \geq m} \) such that \( z_{n+1} = f_n(z_n) \) for every \( n \geq m \), under the identification of sequences which eventually coincide. Such an object carries a natural complex structure. This construction is due to J. E. Fornæss and B. Stensønes [FS04]; see Section 5 below for a more categorical approach. When the maps \( f_n \) are induced by a diffeomorphism \( f \) as above, the manifold \( Wf \) is naturally biholomorphic to the stable manifold of \( x \). It has been conjectured that under the assumptions (1), the abstract basin of attraction of 0 with respect to \( (f_n) \) is biholomorphic to \( \mathbb{C}^d \) (see [Pet05], [PW05], [Pet07]). A positive answer to this conjecture would imply that the stable manifold of any orbit on a compact hyperbolic invariant set is biholomorphic to \( \mathbb{C}^d \).

Notice that by the application of a suitable non-autonomous linear unitary conjugacy, that is by the replacement of \( (f_n) \) by \( (U_{n+1} \circ f_n \circ U_n^{-1}) \) for a sequence \( (U_n) \) of unitary automorphisms of \( \mathbb{C}^d \), one may always assume that the linear parts of \( f_n \),

\[
L_n := Df_n(0),
\]

are lower triangular matrices. More precisely, the choice of \( U_0 \) in the unitary group determines the subsequent matrices \( U_n, n \geq 1 \), up to a conjugacy with a unitary diagonal matrix, and uniquely determines the absolute values of the diagonal entries of \( L_n \). The aim of this paper is to prove that, under a suitable assumption on the diagonal entries of \( L_n \), the above conjecture holds true:

**Theorem 1.** Let \( f_n : B \to B \) be a sequence of holomorphic maps which satisfies (1). Denote by \( \lambda_n(j) \) the \( j \)-th diagonal entry of the lower triangular matrix \( L_n = Df_n(0) \), for \( 1 \leq j \leq d \), and assume that for every \( \theta > 1 \) there exists a number \( C(\theta) \) such that

\[
\max_{1 \leq h \leq d} \prod_{k=n}^{n+d-1} |\lambda_k(h)| \leq C(\theta) \theta^\delta \lambda^\ell,
\]

for every \( n, \ell \in \mathbb{N}, \) for some \( \lambda < 1 \). Then the abstract basin of attraction of 0 with respect to \( (f_n) \) is biholomorphic to \( \mathbb{C}^d \).

Condition (2) is a sort of asymptotic weak monotonicity requirement on the diagonal entries of \( L_n \), and (as it will be made clear by the basic estimate of Lemma 2.2) it is very natural in this context. In particular, the above theorem significantly sharpens a result of H. Peters (see [Pet07, Theorem 9]), where a much stronger pointwise condition is considered: he required that there exists \( 0 < \xi < 1 \) such that

\[
\max_{1 \leq h \leq d} |\lambda_n(h)| \leq \xi
\]
for all \( n \). Furthermore, condition (2) is automatically fulfilled when the constants which appear in (1) satisfy \( \nu^{-1} \lambda^2 < 1 \) (up to the choice of a larger \( \lambda < 1 \), see Remark 3.3 below), which is another condition often appearing in the literature. See also [For04], [Wol05], [PW05] and [PVW08] for related results.

Theorem 1 implies that the stable manifold \( W^s(x) \) of a point in the compact hyperbolic invariant set \( \Lambda \) is biholomorphic to \( \mathbb{C}^d \) when the negative Lyapunov exponents of \( f \) at \( x \) are well-defined. Indeed, we shall prove the following:

**Theorem 2.** Let \( f : M \to M \) be a holomorphic automorphism of a complex manifold and let \( \Lambda \) be a compact hyperbolic invariant set with \( d \)-dimensional stable bundle \( E_s \). Let \( x \in \Lambda \) and assume that the stable space \( E^s(x) \) at \( x \) has a splitting

\[
E^s(x) = \bigoplus_{i=1}^r E_i
\]

such that

\[
\lim_{n \to \infty} |Df^n(x)u|^{1/n} = \bar{\lambda}_i \quad \text{uniformly for } u \in \text{the unit sphere of } E_i,
\]

where the numbers \( 0 < \bar{\lambda}_i < 1 \) are pairwise distinct. Then the stable manifold of \( x \) is biholomorphic to \( \mathbb{C}^d \).

By Oseledec’s theorem, the hypotheses in this statement hold for almost every point \( x \), with respect to any invariant probability measure on \( \Lambda \), and so this theorem is a somewhat more precise statement than the previously mentioned result of M. Jonsson and D. Varolin; thus using our approach it is possible to recover in a unified way all the main results on this subject already present in the literature.

Our proof of the above theorems is based on two steps, that we keep separate. The first and main step is a formal non-autonomous conjugacy result, which states that under the assumption (2) there exists a sequence of formal series \((h_n)\) and a sequence \((g_n)\) of special triangular automorphisms of \( \mathbb{C}^d \) (see Section 2 for the definition) such that

\[
h_{n+1} \circ f_n = g_n \circ h_n, \quad \forall n \in \mathbb{N}.
\]

Here the important fact is that both \((g_n)\) and \((h_n)\) can be chosen to have subexponential growth (roughly speaking, subexponential estimates here replace the slowly varying functions of [JV02]); see Section 3 for a precise statement. The main point in the proof of this first step is a careful estimate, proven in Section 2, on the norm of the conjugacy operator by a lower triangular matrix on the space of \( k \)-homogeneous polynomial endomorphisms of \( \mathbb{C}^d \). It is this estimate that leads to condition (2); we also exhibit a counterexample which shows that the first step fails when condition (2) is not fulfilled.

The second step is the non-autonomous version of the well-known fact that two germs of holomorphic contractions which are conjugated as jets of a sufficiently high degree are actually conjugated as germs. A result of this kind has been proven by F. Berteloot, C. Dupont and L. Molino in [BDM08]. In the appendix of this paper we provide a different and more concise proof.
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1 A lemma in discrete linear control theory

Let $E$ be a finite dimensional complex vector space, endowed with the norm $|\cdot|$. We denote by $\|\cdot\|_{L(E)}$ the corresponding operator norm on the space of linear endomorphisms of $E$.

If $(A_n)$ is a sequence of linear endomorphisms of $E$ and $n \geq m \geq 0$, we denote by $A_{n,m}$ the composition $\quad A_{n,m} = A_{n-1}A_{n-2}\cdots A_m$, \quad $A_{n,n} = I$, \quad (1.1)

which satisfies, for any $n \geq m \geq \ell \geq 0$, $\quad A_{n,m}A_{m,\ell} = A_{n,\ell}$. (1.2)

With this notation, the general solution $(u_n)$ of the equation $\quad u_{n+1} = A_nu_n + b_n$, \quad $\forall n \in \mathbb{N}$, (1.3)

can be written in the compact form $\quad u_n = A_{n,0}u_0 + \sum_{j=0}^{n-1} A_{n,j+1}b_j$, (1.4)

as shown by a direct computation. A sequence $(u_n) \subset E$ is said to be subexponential if for every $\theta > 1$ there exists $B = B(\theta) > 0$ such that $\quad |u_n| \leq B\theta^n$ for all $n \geq 0$.

**Lemma 1.1.** Let $(A_n)$ be a sequence of linear automorphisms of $E$ such that for every $\theta > 1$ there exist positive numbers $\alpha(\theta)$ and $\alpha(\theta) < 1$ for which $\quad \|A_{n+\ell,n}\|_{L(E)} \leq C(\theta)\theta^{\alpha(\theta)\ell}$, \quad $\forall n, \ell \in \mathbb{N}$. (1.5)

Then for every subexponential sequence $(b_n) \subset E$, the equation (1.2) has a unique subexponential solution $(u_n) \subset E$.

**Proof.** Let $\theta > 1$. Choose $1 < \omega \leq \theta^{1/2}$ such that $\omega\alpha(\theta^{1/2}) < 1$. Since $(b_n)$ is subexponential, there exists a number $B > 0$ such that $\quad |b_n| \leq B\omega^n$, \quad $\forall n \in \mathbb{N}$.

Together with the assumption (1.4) this implies the estimate $\quad |A_{n+\ell,n}b_{n+\ell-1}| \leq C(\theta^{1/2})\theta^{\alpha(\theta^{1/2})\ell}B\omega^{n+\ell-1} = C(\theta^{1/2})B\omega^{-1}\theta^{\alpha(\theta^{1/2})\omega^n} \left(\alpha(\theta^{1/2})\omega\right)^\ell \leq C(\theta^{1/2})B\theta^n \left(\alpha(\theta^{1/2})\omega\right)^\ell$. (1.6)

Since $\alpha(\theta^{1/2})\omega < 1$, the above estimate implies that for every $n \in \mathbb{N}$ the series $\quad u_n := -\sum_{\ell=1}^{\infty} A_{n+\ell,n}b_{n+\ell-1}$. (1.7)
which corresponds to formula (1.3) with

\[ u_0 = - \sum_{\ell=1}^{\infty} A_{\ell,0}^{-1} b_{\ell-1} , \]

converges absolutely. In particular, \((u_n)\) is a solution of (1.2) and by (1.5)

\[ |u_n| \leq \frac{C(\theta^{1/2})B}{1 - \alpha(\theta^{1/2})} \theta^n. \]

Since \(\theta > 1\) is arbitrary, \((u_n)\) is subexponential. Finally, the uniqueness statement holds because the homogeneous equation \(v_{n+1} = A_n v_n\) does not have non-zero subexponential solutions since, by (1.4),

\[ |v_n| = |A_{n,0} v_0| \geq \| A_{n,0}^{-1} \|_{L(E)} |v_0| \geq \frac{|v_0|}{C(2)} \alpha(2)^{-n} \]

diverges exponentially if \(|v_0| \neq 0\), because \(\alpha(2) < 1\).

**Remark 1.2.** In general, an equation of the form \(u_{n+1} = f_n(u_n) = A_n u_n + b_n\) may have no subexponential solution \((u_n)\), even if the sequences \((b_n)\) and \((A_n)\) are bounded. Actually, by the formula (1.3), every solution \((u_n)\) satisfies the estimate

\[ |u_n| \leq a^n |u_0| + b^n \frac{1}{a - 1} , \tag{1.6} \]

where

\[ a := \sup_{n \in \mathbb{N}} \| A_n \|_{L(E)} , \quad b := \sup_{n \in \mathbb{N}} |b_n| , \]

but the constant \(a\) in (1.6) might be sharp for each solution. A one-dimensional example with \(a > 1\) is given by

\[ f_n(u) = \begin{cases} \frac{1}{2} u & \text{if } n = 0 \text{ or } (2k)! \leq n < (2k + 1)!, \\ 2u - 1 & \text{if } (2k + 1)! \leq n < (2k + 2)!, \end{cases} \]

for every \(k \in \mathbb{N}\). Indeed, in this case \(a = 2\), \(b = 1\), so (1.6) gives us

\[ |u_n| \leq 2^n (|u_0| + 1) , \quad \forall n \in \mathbb{N} , \]

from which we get

\[ |u_{(2k+1)!}| = |f_{(2k+1)!-1} \circ \cdots \circ f_{(2k)!}(u_{(2k)!})| = 2^{-(2k+1)!+(2k)!}|u_{(2k)!}| \leq 2^{-(2k+1)!+2(2k)!}(|u_0| + 1) = 2^{-(2k-1)(2k)!}(|u_0| + 1) = o(1) . \]

Since the map \(u \mapsto 2u - 1\) is a homothety with center \(u = 1\) and expanding factor 2,

\[ |u_{(2k)!} - 1| = |f_{(2k)!-1} \circ \cdots \circ f_{(2k-1)!}(u_{(2k-1)!}) - 1| \]
\[ = 2^{(2k)!-(2k-1)!}|u_{(2k-1)!} - 1| = 2^{(2k)!-(2k-1)!}(|u_{(2k-1)!} - 1| + o(1)) . \]

Therefore, the equality \(|u_n| = 2^n + o(n)\) holds on a subsequence, so the constant \(a = 2\) is sharp in (1.6), that is no solution \((u_n)\) is \(O(\alpha^n)\) with \(\alpha < 2\).
Let $V$ be a linear subspace of $E$, playing the role of a control space. If we are allowed to perturb the sequence $(b_n)$ by a sequence in $V$ and if $V$ is preserved by all the automorphisms $A_n$, we find the following generalization of Lemma 1.1, where the operator norm in (1.4) is replaced by the operator norm on the quotient $E/V$.

**Lemma 1.3.** Let $V$ be a linear subspace of $E$ and let $\pi: E \to E/V$ be the quotient projection. Let $(A_n)$ be a subexponential sequence of linear automorphisms of $E$ such that $A_nV = V$ for every $n \in \mathbb{N}$, and assume that for every $\theta > 1$ there exist positive numbers $C(\theta)$ and $\alpha(\theta) < 1$ for which

$$
\|A_{n+\ell,n}^{-1}\|_{L(E/V)} \leq C(\theta)\theta^\alpha(\theta)^\ell, \quad \forall n, \ell \in \mathbb{N}.
$$

(1.7)

Then for every subexponential sequence $(b_n) \subset E$ there is a subexponential sequence $(u_n) \subset E$, unique modulo $V$, and a subexponential sequence $(v_n) \subset V$ such that

$$
u_{n+1} = A_nu_n + b_n + v_n.
$$

Proof. Since $(b_n)$ is subexponential, so is $(\pi b_n)$ and by Lemma 1.1 applied to the vector space $E/V$ there is a unique subexponential sequence $(\xi_n) \subset E/V$ such that $\xi_{n+1} = A_n\xi_n + \pi b_n$. Therefore, there is a sequence $u_n \in \xi_n$ such that

$$
|u_n| = |\xi_n| \quad \text{and} \quad v_n := u_{n+1} - A_nu_n - b_n \in V.
$$

These sequences $(u_n)$ and $(v_n)$ satisfy all the requirements.

**Remark 1.4.** All the results of this section hold, with minor changes, if $E$ is an infinite dimensional complex Banach space.

## 2 Linear conjugacy operators on the space of homogeneous polynomial maps

We endow $\mathbb{C}^d$ with the norm

$$
|z| := \max_{1 \leq j \leq d} |z_j|, \quad \forall z \in \mathbb{C}^d
$$

(2.1)

whose open ball of radius $r$ about 0, that we denote by $B_r$, is a polydisk. The corresponding operator norm on the space of linear endomorphisms of $\mathbb{C}^d$ is denoted by $\| \cdot \|$.

Let $\mathcal{H}^k$ be the vector space of homogeneous polynomial maps $p: \mathbb{C}^d \to \mathbb{C}^d$ of degree $k$. The space $\mathcal{H}^k$ is naturally isomorphic to the space of $\mathbb{C}^d$-valued symmetric $k$-linear maps on $\mathbb{C}^d$. We use the same symbol to denote the $k$-linear form and the corresponding $k$-homogeneous polynomial, adopting the notation:

$$
p(z) = p[z]^k = p[z, \ldots, z], \quad \forall z \in \mathbb{C}^d.
$$

The space $\mathcal{H}^k$ is normed by

$$
\|p\| := \sup_{z \in \mathbb{C}^d \setminus \{0\}} \frac{|p(z)|}{|z|^k} = \|p\|_{\infty, B_1}.
$$

(2.2)

Set

$$
A_k = \{ \alpha \in \mathbb{N}^d \mid |\alpha| = k \}, \quad J = \{1, \ldots, d\}.
$$
where \( |\alpha| := \alpha_1 + \cdots + \alpha_d \) is the degree of the multi-index \( \alpha \). Then \( \mathcal{H}^k \) is spanned by the basis 

\[ z^\alpha e_i, \quad (\alpha, i) \in \mathcal{A}_k \times \mathcal{J}, \]

where \( e_1, \ldots, e_d \) is the canonical basis of \( \mathbb{C}^d \), and has dimension 

\[ \dim \mathcal{H}^k = d \text{ card } \mathcal{A}_k = d \binom{k + d - 1}{d - 1}. \]

An equivalent norm on \( \mathcal{H}^k \) is clearly the maximum of the absolute values of the coefficients with respect to this basis and the Cauchy formula implies 

\[ \max_{(\alpha,i)\in\mathcal{A}_k \times \mathcal{J}}|c_{\alpha,i}| \leq \|p\| \leq \binom{k + d - 1}{d - 1} \max_{(\alpha,i)\in\mathcal{A}_k \times \mathcal{J}}|c_{\alpha,i}|, \quad (2.3) \]

for \( p(z) = \sum c_{\alpha,i} z^\alpha e_i \).

Consider the flag 

\[ (0) = E_0 \subset E_1 \subset E_2 \subset \cdots \subset E_{d-1} \subset E_d = \mathbb{C}^d, \]

where \( E_j = \text{Span} (e_{d-j+1}, \ldots, e_d) \) is the space of vectors \( (z_1, \ldots, z_d) \) such that \( z_i = 0 \) for every \( i \leq d-j \). A holomorphic map \( f : \mathbb{C}^d \to \mathbb{C}^d \) is said triangular if it preserves this flag, that is \( f(E_j) \subseteq E_j \) for every \( j = 0, \ldots, d \). It is said strictly triangular if \( f(E_j) \subseteq E_{j-1} \) for every \( j = 1, \ldots, d \). A holomorphic map \( f : \mathbb{C}^d \to \mathbb{C}^d \) is triangular (respectively, strictly triangular) if and only if \( f \) preserves this flag.

In particular, a linear endomorphism of \( \mathbb{C}^d \) is triangular (respectively, strictly triangular) if and only if the associated matrix is lower triangular (respectively, strictly lower triangular). Notice that the composition of triangular maps is still triangular, and it is strictly triangular if at least one of the maps is so. If we set 

\[ \mathcal{T}_k := \{(\alpha, i) \in \mathcal{A}_k \times \mathcal{J} | \alpha_j = 0 \ \forall j \geq i\} \]

then a polynomial map 

\[ h : \mathbb{C}^d \to \mathbb{C}^d, \quad h = \sum_{k=1}^m h^k, \quad h^k \in \mathcal{H}^k, \]

is strictly triangular if and only if each \( h^k \) belongs to \( \mathcal{T}_k \).

We are interested in polynomial automorphisms of \( \mathbb{C}^d \) that are strictly triangular perturbations of triangular linear maps, that is, maps \( g : \mathbb{C}^d \to \mathbb{C}^d \) of the form 

\[ g(z) = Dz + h(z), \quad \forall z \in \mathbb{C}^d, \]

where \( D \) is a diagonal linear automorphism and \( h \) is a strictly triangular polynomial map. Equivalently, \( g \) can be written component-wise as 

\[ g_1(z) = \lambda_1 z_1, \]

\[ g_2(z) = \lambda_2 z_2 + h_2(z_1), \]

\[ \vdots \]

\[ g_d(z) = \lambda_d z_d + h_d(z_1, \ldots, z_{d-1}), \quad (2.4) \]

where each polynomial \( h_j \) depends only on \( z_1, \ldots, z_{j-1} \) and vanishes at the origin, and none of the numbers \( \lambda_j \) is zero. The above expression easily implies that \( g \) is an automorphism and that
its inverse has the same form. Throughout this paper, we shall briefly refer to automorphisms of the form (2.4) as special triangular automorphisms. More properties of special triangular automorphisms are proved in Section 6.

A linear automorphism $L$ of $\mathbb{C}^d$ induces a linear conjugacy operator $\mathcal{A}_L : \mathcal{H}^k \to \mathcal{H}^k$ by setting

$$\mathcal{A}_L p := L^{-1} p \circ L.$$  \hfill (2.5)

This operator depends contravariantly on $L$, that is

$$\mathcal{A}_LM = \mathcal{A}_M \mathcal{A}_L.$$  

If the linear automorphism $L$ is lower triangular, then the subspace $\mathcal{T}_k$ of strictly triangular $k$-homogeneous polynomial maps is $\mathcal{A}_L$-invariant. If $D$ is a diagonal linear automorphism, with

$$D = \begin{pmatrix} \delta(1) & 0 & \cdots & 0 \\ 0 & \ddots & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & \delta(d) \end{pmatrix},$$

then the conjugacy operator $\mathcal{A}_D$ is diagonal with respect to the standard basis of $\mathcal{H}^k$; indeed

$$\mathcal{A}_D(z^\alpha e_i) = \delta(1)^\alpha_1 \cdots \delta(i)^{\alpha_i-1} \cdots \delta(d)^\alpha_d(z^\alpha e_i),$$

for all $(\alpha, i) \in \mathbb{A}_k \times \mathbb{J}$. The induced operator on the quotient $\mathcal{H}^k / \mathcal{T}_k$ (still denoted by $\mathcal{A}_D$) is diagonal with respect to the basis

$$z^\alpha e_i + \mathcal{T}_k, \quad (\alpha, i) \in (\mathbb{A}_k \times \mathbb{J}) \setminus \mathcal{T}_k,$$

and the eigenvalue corresponding to the eigenvector $z^\alpha e_i + \mathcal{T}_k$ is the number

$$\delta(1)^\alpha_1 \cdots \delta(i)^{\alpha_i-1} \cdots \delta(d)^\alpha_d,$$

for all $(\alpha, i) \in (\mathbb{A}_k \times \mathbb{J}) \setminus \mathcal{T}_k$. Therefore its operator norm can be estimated as follows

$$\|\mathcal{A}_D\|_{L(\mathcal{H}^k / \mathcal{T}_k)} \leq c(k, d) \max_{(\alpha, i) \in (\mathbb{A}_k \times \mathbb{J}) \setminus \mathcal{T}_k} \left| \delta(1)^\alpha_1 \cdots \delta(i)^{\alpha_i-1} \cdots \delta(d)^\alpha_d \right|. \hfill (2.6)$$

Here, the presence of the constant $c(k, d)$ is due to the fact that the norm $\| \cdot \|$ defined by (2.2) is not a monotone function of the coordinates with respect to the standard basis of $\mathcal{H}^k$. Such a constant would have been 1 if $\mathcal{H}^k$ were endowed with the (monotone) maximum norm of the coefficients with respect to the basis $\{z^\alpha e_i\}$, so (2.3) implies that a suitable constant in (2.6) is

$$c(k, d) = \binom{k + d - 1}{d - 1}.$$  

By the definition of the set $\mathcal{T}_k$, we can reformulate the expression for the maximum which appears in (2.6) and get

$$\|\mathcal{A}_D\|_{L(\mathcal{H}^k / \mathcal{T}_k)} \leq c(k, d) \left( \max_{1 \leq h \leq d} |\delta(h)| \right)^{k-1} \prod_{1 \leq i \leq d} \max_{1 \leq j \leq d} \frac{|\delta(j)|}{|\delta(i)|}. \hfill (2.7)$$

Let $L_1, \ldots, L_\ell$ be lower triangular linear automorphisms of $\mathbb{C}^d$, and let $D_1, \ldots, D_\ell$ be their diagonal parts. Therefore, $L_n = D_n + N_n$ and $L_n^{-1} = D_n^{-1} + \tilde{N}_n$, where $N_n$ and $\tilde{N}_n$ are strictly
lower triangular linear endomorphisms of \( \mathbb{C}^d \), for every \( n = 1, \ldots, \ell \). Set \( F_n := D_n^{-1} N_n \) and \( \tilde{F}_n := D_n \tilde{N}_n \). Since \( D_n \) is the diagonal part of \( L_n \), we have

\[
\|L_n\| \geq \max_{1 \leq j \leq d} |L_n e_j| \geq \max_{1 \leq j \leq d} |D_n e_j| = \|D_n\| ,
\]

hence

\[
\| \tilde{F}_n \| = \|D_n L_n^{-1} - I\| \leq \|D_n\| \|L_n^{-1}\| + 1 \leq \|L_n\| \|L_n^{-1}\| + 1 .
\]  

(2.8)

Symmetrically, we have

\[
\|F_n\| \leq \|L_n\| \|L_n^{-1}\| + 1 .
\]  

(2.9)

If we denote by \( 2 \) the set \( \{0, 1\} \), we have the following useful representation formula:

**Lemma 2.1.** For every \( p \in \mathcal{K}^k \) the \( k \)-homogeneous polynomial map \( \mathcal{A}_{L_\ell \cdots L_1} p \) equals

\[
\sum_{\alpha, \beta, \ldots, \beta^k} D_\ell F_\ell^{\alpha_\ell} \cdots D_1 F_1^{\alpha_1} p [D_\ell^{-1} F_\ell^{\beta_\ell} \cdots D_1^{-1} F_1^{\beta_1} \ldots, D_\ell^{-1} F_\ell^{\beta_\ell} \ldots] ,
\]  

(2.10)

where the sum is taken over all \( \alpha, \beta, \ldots, \beta^k \) in \( 2^\ell \) with \( |\alpha| < d, |\beta_1| < d, \ldots, |\beta^k| < d \).

**Proof.** If \( \gamma \in 2 \) then \( D_n F_\gamma n = D_n \), while if it is 1 then \( D_n F_\gamma n = N_n \). Therefore

\[
L_\ell \cdots L_1 = (D_\ell + N_\ell) \cdots (D_1 + N_1) = \sum_{\alpha, \beta \in 2^\ell} D_\ell F_\ell^{\alpha_\ell} \cdots D_1 F_1^{\alpha_1} .
\]

Actually, all the products containing at least \( d \) of the \( N_n \)'s vanish, so the above sum involves only the multi-indices \( \alpha \) with \( |\alpha| < d \), so

\[
L_\ell \cdots L_1 = \sum_{\alpha \in 2^\ell, |\alpha| < d} D_\ell F_\ell^{\alpha_\ell} \cdots D_1 F_1^{\alpha_1} .
\]  

(2.11)

Similarly,

\[
L_\ell^{-1} \cdots L_1^{-1} = \sum_{\beta \in 2^\ell, |\beta| < d} D_\ell^{-1} F_\ell^{\beta_\ell} \cdots D_1^{-1} F_1^{\beta_1} .
\]  

(2.12)

Formulas (2.11) and (2.12) imply the identity

\[
\mathcal{A}_{L_\ell \cdots L_1} p = \sum_{\alpha \in 2^\ell, |\alpha| < d} D_\ell F_\ell^{\alpha_\ell} \cdots D_1 F_1^{\alpha_1} p \circ \left( \sum_{\beta \in 2^\ell, |\beta| < d} D_\ell^{-1} F_\ell^{\beta_\ell} \cdots D_1^{-1} F_1^{\beta_1} \right) 
\]

\[
= \sum_{\alpha \in 2^\ell, |\alpha| < d} D_\ell F_\ell^{\alpha_\ell} \cdots D_1 F_1^{\alpha_1} p \left[ \sum_{\beta \in 2^\ell, |\beta| < d} D_\ell^{-1} F_\ell^{\beta_\ell} \cdots D_1^{-1} F_1^{\beta_1}, \ldots, \sum_{\beta^k \in 2^\ell, |\beta^k| < d} D_\ell^{-1} F_\ell^{\beta_\ell} \cdots D_1^{-1} F_1^{\beta_1} \right] .
\]

By \( k \)-linearity the latter expression can be rewritten as (2.10).

\( \square \)

The following lemma is our main estimate for conjugacy operators induced by triangular automorphisms:
Lemma 2.2. Let \( L_n \), \( 1 \leq n \leq \ell \), be lower triangular linear automorphisms of \( \mathbb{C}^d \). Assume that the vector of diagonal entries of \( L_n \) is \( (\lambda_n(1), \ldots, \lambda_n(d)) \). Then

\[
\|A_{L_1 \ldots L_n}\|_{L(\mathcal{H}^k / \mathcal{F}^k)} \leq K \ell^N \max_{(n_r)} \prod_{r=0}^N \left( \max_{1 \leq k \leq d} |\lambda_{n_{r+1}}(h)| \right)^{k-1} \max_{1 \leq s \leq d} |\lambda_{n_{r+1},n_r}(i)|,
\]

where

\[
K = K \left( \ell, k, \max_{1 \leq n \leq \ell} \|L_n\|, \max_{1 \leq n \leq \ell} \|L_n^{-1}\| \right), \quad N := (k+1)(d-1),
\]

and the first maximum is taken over all the partitions 1 = \( n_0 \leq n_1 \leq \cdots \leq n_N \leq n_{N+1} = \ell \).

Proof. Fix some \( \alpha, \beta^1, \ldots, \beta^k \in \mathbb{Z}^\ell \) such that \( |\alpha| < d \), \( |\beta^1| < d \), \ldots, \( |\beta^k| < d \). The operator

\[
p \mapsto D_1 \tilde{F}_{\alpha} \cdots D_{\ell} \tilde{F}_{\alpha} p \left[ D_1^{-1} \tilde{F}_{\beta^1} \cdots D_{\ell}^{-1} \tilde{F}_{\beta^1} \tilde{F}_{\beta^2} \cdots D_{\ell}^{-1} \tilde{F}_{\beta^k} + 1 \right]
\]

appearing in (2.10) can be seen as the composition of conjugacy operators \( \mathcal{A}_{D_n} \), \( 1 \leq n \leq \ell \), alternated with the left-multiplication operators

\[
\mathcal{L}_n p := F_{\alpha}^n p, \quad 1 \leq n \leq \ell,
\]

and the right-multiplication operators

\[
\mathcal{R}_n p := p \left[ \tilde{F}_{n}^{\beta_1} \cdots \tilde{F}_{n}^{\beta_k} \right], \quad 1 \leq n \leq \ell.
\]

Each of these operators preserves the subspace \( \mathcal{F}^k \), and by (2.8) and (2.9),

\[
\|\mathcal{L}_n\|_{L(\mathcal{H}^k / \mathcal{F}^k)} \leq \|F_{\alpha}^n\| \leq \|F_n\|^{\alpha} \leq \rho^{\alpha},
\]

\[
\|\mathcal{R}_n\|_{L(\mathcal{H}^k / \mathcal{F}^k)} \leq \|\tilde{F}_{n}^{\beta_1}\| \cdots \|\tilde{F}_{n}^{\beta_k}\| \leq \|\tilde{F}_n\|^{\beta_1} \cdots \|\tilde{F}_n\|^{\beta_k} \leq \rho^{\beta_1 + \cdots + \beta_k},
\]

where

\[
\rho := \max_{1 \leq n \leq \ell} \left( \|L_n\| \|L_n^{-1}\| + 1 \right).
\]

Since \( |\alpha| < d \), the number of indices \( n \) for which \( \mathcal{L}_n \) is not the identity is at most \( d-1 \). Similarly, since \( |\beta^j| < d \) for every \( j = 1, \ldots, k \), the number of indices \( n \) for which \( \mathcal{R}_n \) is not the identity is at most \( k(d-1) \). It follows that there are natural numbers

\[
1 = n_0 \leq n_1 \leq \cdots \leq n_{N+1} = \ell
\]

where \( N = (k+1)(d-1) \), such that the operator (2.13) is the composition of the \( N+1 \) conjugacy operators

\[
\mathcal{A}_{D_{n_{j+1}}}, \quad j = 0, \ldots, N,
\]

with some of the operators \( \mathcal{L}_n \) and \( \mathcal{R}_n \). Using also (2.14), we deduce that the norm of the operator (2.13) on \( \mathcal{H}^k / \mathcal{F}^k \) is not larger than the number

\[
N \prod_{j=0}^N \|\mathcal{A}_{D_{n_{j+1}}}\|_{L(\mathcal{H}^k / \mathcal{F}^k)} \cdot \prod_{n=1}^{\ell} \rho^{\alpha} \cdot \prod_{n=1}^{\ell} \rho^{\beta_1 + \cdots + \beta_k} = \rho^{|\alpha| + |\beta^1| + \cdots + |\beta^k|} \prod_{j=0}^N \|\mathcal{A}_{D_{n_{j+1}}}\|_{L(\mathcal{H}^k / \mathcal{F}^k)}.
\]
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Notice that
\[
\sum_{\alpha \in 2^f, |\alpha| < d} \cdots \sum_{\beta^k \in 2^f, |\beta^k| < d} \rho^{|\alpha| \ell^1 + \cdots + |\beta^k|} = \left( \sum_{\alpha \in 2^f, |\alpha| < d} \rho^{|\alpha|} \right)^{k+1} \tag{2.16}
\]
and
\[
\sum_{\alpha \in 2^f, |\alpha| < d} \rho^{|\alpha|} \leq \sum_{j=0}^{d-1} \binom{\ell}{j} \rho^{d-1} \sum_{j=0}^{d-1} \binom{\ell}{j} \leq \rho^{d}\sum_{j=0}^{d-1} \binom{\ell}{j} \leq c\rho^{d-1}\ell^{d-1},
\]
so the quantity (2.16) is at most \(e^{k+1}\rho N\ell N\). Since the operator \(A_{L_f \cdots L_1}\) is the sum of the operators (2.13) over all multi-indices \(\alpha, \beta^1, \ldots, \beta^k\) in \(2^f\) with weight less than \(d\), this bound on (2.16) and the fact that the norm of (2.13) is at most (2.15) imply the estimate
\[
\|A_{L_f \cdots L_1}\|_{L(H^k / T^k)} \leq e^{k+1}\rho N\ell N \prod_{j=0}^{N-1} \left\|A_{D_{n_j+1, n_j}}\right\|.
\]
The conclusion now follows from the estimate (2.7).

3 The formal non-autonomous conjugacy

Let \(\mathcal{F} \subset \mathbb{C}[[z_1, \ldots, z_d]^d\) be the space of formal series in \(d\) variables and with \(d\) components, with vanishing zero order term. If \(f \in \mathcal{F}\) and \(k \in \mathbb{N}\), we denote by \(f^k\) the \(k\)-homogeneous part of \(f\). Therefore each \(f \in \mathcal{F}\) can be written uniquely as
\[
f = \sum_{k=1}^{\infty} f^k, \tag{3.1}
\]
where \(f^k \in \mathcal{F}^k\) for every \(k \in \mathbb{N}_+\), and any expression of the form (3.1) defines an element of \(\mathcal{F}\). The formal composition of two formal series \(h, f \in \mathcal{F}\) is well-defined, and its \(k\)-th homogeneous part is given by the finite sum
\[
(h \circ f)^k = \sum_{\alpha \in \mathbb{N}_+^d, |\alpha|=k} h^j[f^{\alpha_1}, \ldots, f^{\alpha_j}]. \tag{3.2}
\]

An element \(f \in \mathcal{F}\) is invertible with respect to the formal composition if and only if its first order term \(f^1\) is an invertible linear mapping.

A sequence \((f_n) \subset \mathcal{F}\) is said to be subexponential if for every \(k \in \mathbb{N}_+\) the sequence \((f_n^k) \subset \mathcal{F}^k\) is subexponential. Clearly, a bounded sequence in \(\mathcal{F}\) with its standard structure of topological vector space, that is a sequence \((f_n)\) such that \((f_n^k)\) is bounded for every \(k\), is subexponential. The aim of this section is to prove the following:

**Theorem 3.1.** Let \((f_n)\) be a subexponential sequence in \(\mathcal{F}\) such that for every \(n \in \mathbb{N}\) the linear endomorphism \(L_n := f_n^1\) is invertible, lower triangular, and satisfies the uniform bounds
\[
\|L_{n,m}\| \leq c\lambda^{n-m}, \quad \|L_{n,m}^{-1}\| \leq c\mu^{n-m}, \quad \forall n \geq m \geq 0, \tag{3.3}
\]
where \( c > 0 \) and \( 0 < \lambda < 1 < \mu \). Let \( m_0 \in \mathbb{N}_+ \) be such that
\[
\lambda^{m_0+1} \mu < 1 .
\]
We assume that the vector \((\lambda_n(1), \lambda_n(2), \ldots, \lambda_n(d))\) of diagonal entries of \( L_n \) satisfies the following condition: For every \( \theta > 1 \) there exists a positive number \( C(\theta) \) such that
\[
\max_{1 \leq h \leq d} |\lambda_{n+\ell,n}(h)| \max_{1 \leq i \leq d} |\lambda_{n+\ell,n}(i)| \leq C(\theta) \theta^n \lambda^\ell ,
\]
for every \( n, \ell \in \mathbb{N} \). Then there exist a subexponential sequence \((g_n)\) of special triangular automorphisms of \( \mathbb{C}^d \) of degree at most \( m_0 \) and a subexponential sequence \((h_n)\) in \( \mathcal{F} \) such that \( g_n^1 = L_n \), \( h_n^1 = I \), and
\[
h_{n+1} \circ f_n = g_n \circ h_n , \quad \forall n \in \mathbb{N} .
\]

**Proof.** By the identity (3.2), the conjugacy equation (3.6) is equivalent to the infinite system of algebraic equations
\[
h_{n+1}^k[f_n^1] + \sum_{1 \leq j < k} \sum_{\alpha \in \mathbb{N}_+^d \atop |\alpha| = k} h_n^j[f_n^\alpha] = g_n^1[h_n^k] + \sum_{1 \leq j < k} \sum_{\alpha \in \mathbb{N}_+^d \atop |\alpha| = k} g_n^j[h_n^{\alpha_1}, \ldots, h_n^{\alpha_k}] , \quad (3.7)
\]
for \( k \in \mathbb{N}_+ \) and \( n \in \mathbb{N} \). If we set
\[
g_n^1 := f_n = L_n , \quad h_n^1 := I , \quad \forall n \in \mathbb{N} ,
\]
the equations (3.7) are trivially satisfied when \( k = 1 \), for any \( n \in \mathbb{N} \). We have to prove that for every \( k \geq 2 \) there are subexponential sequences \((h_n^k)\) and \((g_n^k)\) in \( \mathcal{H}^k \) solving the equations (3.7), with \( g_n^k \) in the space of strictly triangular \( k \)-homogeneous polynomial maps \( \mathcal{F}^k \) for \( 2 \leq k \leq m_0 \), and \( g_n^k = 0 \) for \( k > m_0 \).

Let \( k \geq 2 \). Using (3.8), right-composing by \( L_n^{-1} \), and isolating the terms with \( j = 1 \) and \( j = k \) in the two sums, we can rewrite equation (3.7) as
\[
h_{n+1}^k = L_n h_n^k \circ L_n^{-1} + g_n^k \circ L_n^{-1} - f_n^1 \circ L_n^{-1} + \sum_{1 \leq j < k} \sum_{\alpha \in \mathbb{N}_+^d \atop |\alpha| = k} (g_n^j[h_n^{\alpha_1}, \ldots, h_n^{\alpha_k}] - h_n^j[f_n^{\alpha_1}, \ldots, f_n^{\alpha_k}]) \circ L_n^{-1} .
\]
This equation has the form
\[
h_{n+1}^k = \mathcal{A}_{L_n^{-1}} : h_n^k + g_n^k \circ L_n^{-1} + b_n^k , \quad (3.9)
\]
where \( \mathcal{A}_{L_n^{-1}} : \mathcal{H}^k \rightarrow \mathcal{H}^k \) is the conjugacy operator by \( L_n^{-1} \) defined in (2.5), and \( b_n^k \) is of the form
\[
b_n^k = B^k(f_n^1, \ldots, f_n^k; g_n^2, \ldots, g_n^{k-1}; h_n^1, \ldots, h_n^{k-1}; h_{n+1}^1, \ldots, h_{n+1}^{k-1}) .
\]
In particular, \( b_n^k \) does not depend on the sequences \((g_n^j)_{n \in \mathbb{N}}\) and \((h_n^j)_{n \in \mathbb{N}}\) for \( j \geq k \).

Let \( m \geq 2 \) be an integer. Arguing inductively on \( m \), we assume that for every \( k < m \) the equations (3.7), equivalently the equations (3.9), are satisfied by subexponential sequences \((g_n^k)\) and \((h_n^k)\), such that (3.8) holds and
\[
g_n^k \in \mathcal{F}^k \text{ for } 2 \leq k < \min\{m, m_0 + 1\}, \quad g_n^k = 0 \text{ for } m_0 < k < m , \quad \forall n \in \mathbb{N} .
\]
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We want to prove that the equations

$$h_m^{m+1} = \mathcal{A}_{L_n^{-1}} h_m^n + g_m^n \circ L_n^{-1} + b_m^n,$$  \hspace{1cm} (3.12)$$

are satisfied by subexponential sequences \((g_m^n), (h_m^n)\), such that

$$g_m^n \in \mathcal{F}^m, \quad g_m^n = 0 \text{ if } m > m_0, \quad \forall n \in \mathbb{N}.$$  \hspace{1cm} (3.13)$$

Our strategy is to apply Lemma 1.1 when \(m > m_0\), when we are forced to take \(g_m^n = 0\), and to apply Lemma 1.3 when \(m \leq m_0\), by using the space of strictly triangular homogeneous polynomials \(\mathcal{F}^m\) as a control space.

By the assumption that \((f_n)\) is subexponential and by the inductive hypothesis, (3.10) shows that the sequence \((b_m^n)\) is subexponential. In order to estimate the operator norm of the linear part of the equation, we distinguish the cases \(m > m_0\) and \(2 \leq m \leq m_0\).

**The case \(m > m_0\).** By (3.3), the norm of the operator \(\mathcal{A}_{L_{n+\ell,n}}\) on \(\mathcal{H}^m\) is bounded by

$$\|\mathcal{A}_{L_{n+\ell,n}}\|_{L(\mathcal{H}^m)} \leq \|L_{n+\ell,n}^{-1}\|_m \|L_{n+\ell,n}\|_m \leq e^{m+1}(\mu \lambda)^\ell, \quad \forall n, \ell \in \mathbb{N}.$$  

Since \(m \geq m_0 + 1\) and \(\lambda < 1\), by (3.4) the number \(\mu \lambda^m\) is smaller than 1, so the operators \(\Lambda_n = \mathcal{A}_{L_{n+1,n}} = \mathcal{A}_{L_{n+1,n}}^{-1}\) satisfy the assumption (1.4) of Lemma 1.1. This lemma implies that the equation (3.12) with \(g_m^n = 0\) for every \(n \in \mathbb{N}\) has a unique subexponential solution \((h_m^n)\).

**The case \(2 \leq m \leq m_0\).** By Lemma 2.2, the norm of the operator \(\mathcal{A}_{L_{n+\ell,n}}\) on the quotient space \(\mathcal{H}^m / \mathcal{F}^m\) is bounded by

$$\|\mathcal{A}_{L_{n+\ell,n}}\|_{L(\mathcal{H}^m / \mathcal{F}^m)} \leq K \ell N \max_{(n_r)} \prod_{r=0}^{N} \left( \max_{1 \leq h \leq d} |\lambda_{n_{r+1},n_r}(h)| \right)^{m-1} \max_{1 \leq i \leq d} |\lambda_{n_{r+1},n_r}(i)|,$$

$$\leq K \ell N \max_{(n_r)} \prod_{r=0}^{N} \left( \max_{1 \leq h \leq d} |\lambda_{n_{r+1},n_r}(h)| \right) \max_{1 \leq i \leq d} |\lambda_{n_{r+1},n_r}(i)|,$$

where \(N = (m+1)(d-1)\), \(K = K(d, m, c\lambda, c\mu)\), and the first maximum is taken over all the partitions 0 \(n_0 \leq n_1 \leq \cdots \leq n_N \leq n_{N+1} = n + \ell - 1\). In the last inequality we have used that \(|\lambda_{n_{r+1},n_r}(h)| \leq \lambda^{n_{r+1}-n_r} \leq 1\), by (3.3), and \(m \geq 2\). Let \(\theta\) be any number greater than 1 and let \(C(\theta)\) and \(\alpha(\theta)\) be positive numbers such that (3.5) holds. Plugging (3.5) into the last inequality, we get

$$\|\mathcal{A}_{L_{n+\ell,n}}\|_{L(\mathcal{H}^m / \mathcal{F}^m)} \leq K \ell N \max_{(n_r)} \prod_{r=0}^{N} C(\theta)^{\theta^{n_{r+1}-n_r}} = K \ell N C(\theta)^{N+1} \theta^{n+N(n+\ell-1)\lambda^{\ell}} = K \ell N \theta^{N+1} \theta^{N+1} (\theta^{N\lambda})^{\ell}.$$

Now let \(\omega > 1\). Choose \(\theta > 1\) such that \(\theta^{N+1} \leq \omega\) and \(\theta^{N\lambda} < 1\). Then for every number \(\alpha\) such that \(\theta^{N\lambda} < \alpha < 1\) there exists a constant \(\hat{C}\) such that

$$\ell N \theta^{(N+1)\lambda^{\ell}} \leq \hat{C} \omega^{\alpha^{\ell}}, \quad \forall \alpha, \ell \in \mathbb{N}.$$
Together with the above estimate, (3.14) shows that $A_n = \mathcal{A}_{h_n}$ satisfies the assumption (1.7) of Lemma 1.3, which then implies the existence of a subexponential sequence $(\tilde{g}_n)$ in $T^m$ such that the equation

$$h_{n+1}^m = \mathcal{A}_{L_n} h_n^m + \tilde{g}_n + h_n^m$$

has a subexponential solution $(h_n^m) \subset \mathcal{H}^m$. Then (3.12) is solved by the subexponential sequences $(h_n^m)$ and

$$g_n^m := \tilde{g}_n \circ L_n \in T^m.$$

This concludes the proof of Theorem 3.1.

**Remark 3.2.** (Uniqueness) Once the sequence of special triangular automorphisms $(g_n)$ has been fixed, the sequence $(h_n)$ is uniquely determined by its first element $h_0$ thanks to (3.6). Moreover, the above proof shows that the homogeneous polynomials $h_k^0$ for $k > m_0$ are uniquely determined by the ones of degree at most $m_0$.

**Remark 3.3.** (The linearizable case) If $\lambda^2 \mu < 1$ we can take $m_0 = 1$ and the condition (3.5) is automatically fulfilled (up to the choice of a larger $\lambda < 1$). In this case, the triangular automorphisms $g_n = L_n$ are linear and the subexponential formal conjugacy $(h_n)$ is unique and actually bounded.

**Remark 3.4.** As explained at the beginning of Section 2, the operator norm which appears in (3.3) is the one induced by the norm (2.1) on $C^d$. However, the condition (3.3) does not depend on the choice of the norm on $C^d$, up to the choice of a different constant $c$.

**Remark 3.5.** If we strengthen the assumptions of the above theorem by requiring that $(f_n)$ is bounded and that (3.5) holds with $\theta = 1$, the same arguments imply that $(g_n)$ and $(h_n)$ are bounded. However, the weaker assumption that (3.5) holds for every $\theta > 1$ is more relevant for our purposes, as it holds generically when the $f_n$’s are induced by the restriction of a diffeomorphism $f$ to the stable manifolds along an orbit on a compact hyperbolic set (see the proof of Corollary 7.3 below).

### 4 A counterexample

If we drop the assumption (3.5), the conclusion of Theorem 3.1 may fail. Let us exhibit a counterexample in dimension $d = 2$. Let $(s_k)$ be a strictly increasing sequences of integers such that

$$8^{s_{2k}} = o(s_{2k+1}) \quad \text{for } k \to \infty,$$

$$s_{2k-1} = o(s_{2k}) \quad \text{for } k \to \infty.$$

For instance, we may take $(s_k)$ defined recursively by

$$s_0 = 1, \quad s_{k+1} = 10^{s_k},$$

that is, in Knuth’s up-arrow notation, $s_k = 10 \uparrow \uparrow k$.

Consider the sequence $(f_n) \subset \mathcal{F}$ defined by

$$f_n(z_1, z_2) := \begin{cases} \left( \frac{1}{4} z_1 - \frac{1}{4} z_2, \frac{1}{2} z_2 \right), & \text{if } s_{2k} \leq n < s_{2k+1}, \\ \left( \frac{1}{2} z_1, \frac{1}{4} z_2 - \frac{1}{4} z_1^2 \right), & \text{if } s_{2k+1} \leq n < s_{2k+2}. \end{cases}$$
where \( k \) varies in \( \mathbb{N} \). Then the assumption (3.3) of Theorem 3.1 holds with the sharp constants \( \lambda = 1/2, \mu = 4 \). In particular, we can take \( m_0 = 2 \) in (3.4), but not \( m_0 = 1 \), so we are not in the linearizable case of Remark 3.3. On the other hand, the vector \((\lambda_n(1), \lambda_n(2))\) of diagonal entries of \( f_n^1 \) is either \((1/2, 1/4)\) or \((1/4, 1/2)\), so

\[
\max_{1 \leq i, j \leq 2} \left| \lambda_{n+\ell,n}(h) \right| \max_{1 \leq i \leq j \leq 2} \left| \lambda_{n+\ell,n}(j) \right| = (1/2)^2 = 1,
\]

and (3.5) does not hold.

We shall prove that if \((g_n)\) and \((h_n)\) are sequences in \( S \) such that \( g_n^1 = f_n^1, h_n^1 = I \),

\[
h_{n+1} \circ f_n = g_n \circ h_n \quad \text{as 2-jets}, \quad \forall n \in \mathbb{N},
\]

and \( g_n^2 \) belongs to \( S^2 \) for every \( n \in \mathbb{N} \), then \((h_n^2)\) is not subexponential.

Since \( f_n^1 \) is diagonal, the equation (3.9) splits into an equation for each element of the standard basis of \( S^2 \). Since \( g_n^2 \) belongs to \( S^2 \), its first component vanishes and the equation for the coefficient of \( z_2^2 \) in the first component of \( h_n \) - call it \( u_n \) - is just

\[
u_{n+1} = \lambda_n(1)\lambda_n(2)^{-2}u_n - \lambda_n(2)^{-2}u_n,
\]

where \( a_n \) is the coefficient of \( z_2^2 \) in the first component of \( f_n \). By the definition of \( f_n \), the sequence of complex numbers \( u_n \) satisfies the recursive equation

\[
u_{n+1} = \begin{cases} u_n + 1, & \text{if } s_{2k} \leq n < s_{2k+1}, \\ 8u_n, & \text{if } s_{2k+1} \leq n < s_{2k+2}. \end{cases}
\]

The solutions \((u_n)\) of the above equation are uniquely determined by the choice of the first element \( u_0 \in \mathbb{C} \). We claim that for every choice of \( u_0 \), the sequence \((u_n)\) is not subexponential.

By the bound (1.6), we have

\[
|u_n| \leq 8^n(|u_0| + 1).
\]

Therefore, by (4.1),

\[
|u_{s_{2k+1}}| = |u_{s_{2k}} + s_{2k+1} - s_{2k}| \geq s_{2k+1} - s_{2k} - |u_{s_{2k}}| \geq s_{2k+1} - s_{2k} - 8^{s_{2k}}(|u_0| + 1) = s_{2k+1}(1 + o(1))
\]

diverges. Thus, if \( k \) is large enough, we find by (4.2)

\[
|u_{s_{2k}}| = 8^{s_{2k}} - s_{2k-1}|u_{s_{2k-1}}| \geq 8^{s_{2k}} + o(s_{2k}).
\]

Therefore, the inequality \( |u_n| \geq 8^{n+o(n)} \) holds on a subsequence, hence the sequence \((u_n)\) is not subexponential and neither is \((h_n^2)\).

**Remark 4.1.** Since in this example \( f_n^1 \) is diagonal, it can be seen also as an upper triangular linear automorphisms, and one may hope to find a subexponential conjugacy with a sequence \((g_n)\) such that, denoting by \( S \) the involution \((z_1, z_2) \mapsto (z_2, z_1)\), \( S \circ g_n \circ S \) is a special triangular automorphism of \( S^2 \). However, an argument similar to the one developed above shows that any conjugacy \((h_n)\) between \((f_n)\) and a \((g_n)\) of this form has a 2-homogeneous part which diverges exponentially.

**Remark 4.2.** One could show that the basin of attraction of 0 with respect to the above sequence \((f_n)\), that is the set

\[
\{ z \in \mathbb{C}^2 \mid f_n \circ \cdots \circ f_0(z) \to 0 \text{ for } n \to \infty \},
\]

is the whole \( \mathbb{C}^2 \).
5 The abstract basin of attraction

Let \( \mathcal{G} \) be the category whose objects are the sequences

\[ f = (f_n : U_n \to U_{n+1})_{n \in \mathbb{N}} \]

g of injective holomorphic maps between \( d \)-dimensional complex manifolds and whose morphisms

\[ h : f \to g \]

such that for every \( n \in \mathbb{N} \) the diagram

\[
\begin{array}{ccc}
U_n & \xrightarrow{f_n} & U_{n+1} \\
h_n & \downarrow & \downarrow h_{n+1} \\
V_n & \xrightarrow{g_n} & V_{n+1}
\end{array}
\]

commutes. In other words, \( \mathcal{G} \) is the category of functors \( \text{Fun}(\mathbb{N}, \mathcal{M}) \), where \( \mathcal{M} \) is the category of \( d \)-dimensional complex manifolds and injective holomorphic maps.

If \( f \) is an object of \( \mathcal{G} \) and \( n \geq m \geq 0 \), we denote by \( f_{n,m} \) the composition

\[ f_{n,m} = f_{n-1} \circ \cdots \circ f_m : U_m \to U_n, \quad f_{n,n} = \text{id}_{U_n}, \]

which satisfies, for any \( n \geq m \geq \ell \geq 0 \),

\[ f_{n,m} \circ f_{m,\ell} = f_{n,\ell} . \]

We denote by \( W \) the inductive limit functor

\[ \text{Lim} : \mathcal{G} \to \mathcal{M} . \]

That is, \( Wf \) is the topological inductive limit of the sequence of maps \( (f_n) \) with the induced holomorphic structure: Constructively, \( Wf \) is the quotient of the set

\[
\left\{ z \in \prod_{n \geq m} U_n \mid m \in \mathbb{N} , \ z_{n+1} = f_n(z_n) \ \forall n \geq m \right\}
\]

by identifying \( z \) and \( z' \) if \( z_n = z'_n \) for \( n \) large enough. The holomorphic structure is induced by the open inclusions

\[ f_{\infty,m} : U_m \hookrightarrow Wf , \ \ z \mapsto [(f_{n,m}(z))_{n \geq m}] . \]

With the above representation, if \( h : f \to g \) is a morphism in \( \mathcal{G} \), \( Wh \) is the injective holomorphic map

\[ Wh([(z_n)_{n \geq m}]) = [(h_n(z_n))_{n \geq m}] . \]

The following result, whose proof is immediate, turns out to be useful in order to identify \( Wf \):

**Lemma 5.1.** Let \( h : f \to g \) be a morphism in \( \mathcal{G} \). Then \( Wh : Wf \to Wg \) is surjective (hence a biholomorphism) if and only if for every \( m \in \mathbb{N} \) and every \( z \in V_m \) there exists \( n \geq m \) such that \( g_{n,m}(z) \in h_n(U_n) \).
Let $B = B_1$ be the open unit ball about 0 in $\mathbb{C}^d$ and consider a sequence of injective holomorphic maps $f_n : B \to B$ such that
\[ |f_n(z)| \leq \lambda |z| , \quad \forall z \in B , \forall n \in \mathbb{N} , \tag{5.1} \]
for some $\lambda < 1$. In this case, the manifold $Wf$ may be considered as the abstract basin of attraction of 0 with respect to the sequence $f = (f_n)$. In fact, if in addition the maps $f_n$ are restrictions of global automorphisms $g_n$ of $\mathbb{C}^d$, then $g_{\infty,n} : \mathbb{C}^d \to Wg$ are biholomorphisms and, in particular, $Wg$ can be identified with $\mathbb{C}^d$; through this identification, the induced holomorphic inclusion $Wf \hookrightarrow Wg \cong \mathbb{C}^d$ is the inclusion in $\mathbb{C}^d$ of the basin of attraction of 0 with respect to $g$, which is the open set
\[ \{ z \in \mathbb{C}^d | g_{n,0}(z) \to 0 \text{ for } n \to \infty \} , \]
and the maps $f_{\infty,n} : B \to Wf$ coincide with $g_{\infty,n}|_{B}$. Notice also that an immediate application of Lemma 5.1 implies that if $f$ satisfies (5.1), then for every $r < 1$ the manifold $Wf$ is biholomorphic to the abstract basin of attraction of the restriction
\[ f_n|_{B_r} : B_r \to B_r , \quad n \in \mathbb{N} . \]

By a bounded sequence of holomorphic germs we mean a sequence of holomorphic maps $h_n : B_r \to \mathbb{C}^d$, $n \in \mathbb{N}$, defined on the same ball of radius $r$ about 0 and such that $h_n(B_r)$ is uniformly bounded. Under boundedness assumptions, the abstract basin of attraction is invariant with respect to non-autonomous conjugacies, as shown by the following:

**Lemma 5.2.** Let $f = (f_n : B \to B)_{n \in \mathbb{N}}$ and $g = (g_n : B \to B)_{n \in \mathbb{N}}$ be objects in $\mathcal{G}$ such that
\[ |f_n(z)| \leq \lambda |z| , \quad |g_n(z)| \leq \lambda |z| , \quad \forall z \in B , \forall n \in \mathbb{N} , \]
for some $\lambda < 1$. Assume that there exist $r > 0$ and a bounded sequence of holomorphic germs $h_n : B_r \to \mathbb{C}^d$, $n \in \mathbb{N}$, such that $h_n(0) = 0$, $Dh_n(0) = I$, and
\[ h_{n+1} \circ f_n = g_n \circ h_n , \quad \forall n \in \mathbb{N} , \tag{5.2} \]
as germs at 0. Then $Wf$ is biholomorphic to $Wg$.

**Proof.** Fix a positive number $r' < r$. Since the maps $h_n$ are uniformly bounded on $B_r$, the Cauchy formula implies that the second differential of $h_n$ is uniformly bounded on $B_{r'}$. Since $Dh_n(0) = I$, we deduce that there is a positive number $s \leq r'$ such that $\|Dh_n(z) - I\| < 1/2$ for every $z \in B_s$ and every $n \in \mathbb{N}$. In particular, $Dh_n(z)$ is invertible with uniformly bounded inverse for every $z \in B_s$ and every $n \in \mathbb{N}$. Up to the choice of a smaller $s$, we deduce that $h_n$ is a biholomorphism from $B_s$ onto an open subset of $B$ which contains the ball $B_{s'}$, for some $s' > 0$ independent on $n$. By (5.2), the restrictions
\[ h_n|_{B_s} : B_s \to B , \quad n \in \mathbb{N} , \]
define a morphism $h$ from the restriction
\[ (f_n|_{B_s} : B_s \to B)_{n \in \mathbb{N}} \]
to $g$. Since for every $n,m \in \mathbb{N}$ with $n - m$ large enough
\[ g_{n,m}(B) \subset B_{\lambda^{n-m}} \subset B_{s'} \subset h_n(B_s) , \]
Lemma 5.1 implies that $Wh$ is a biholomorphism from the abstract basin of attraction of $(f_n|_{B_s})$ to that of $g$. Since the former manifold is biholomorphic to $Wf$, the conclusion follows. \qed
6 Iteration of special triangular automorphism

In this section we establish some facts about the composition of special triangular automorphisms. We start by recalling that a family of polynomial endomorphisms of $\mathbb{C}^d$ is said to be bounded if their degrees and their coefficients are uniformly bounded. The proof of the following lemma is straightforward:

**Lemma 6.1.**

(i) If $\mathcal{P}$ is a bounded family of polynomial endomorphisms of $\mathbb{C}^d$ such that $p(0) = 0$ and $Dp(0) = 0$ for every $p$ in $\mathcal{P}$, then the family

$$\{t^{-2}p(tz) \mid p \in \mathcal{P}, \ |t| \leq 1\}$$

is also bounded.

(ii) If $\mathcal{P}$ and $\mathcal{Q}$ are bounded families of polynomial endomorphisms of $\mathbb{C}^d$, then the family

$$\{p \circ q \mid p \in \mathcal{P}, q \in \mathcal{Q}\}$$

is also bounded.

Let $g_n: \mathbb{C}^d \to \mathbb{C}^d$ be defined as

$$g_n(z) := L_nz + p_n(z), \tag{6.1}$$

where:

(a) $(L_n)$ is a sequence of lower triangular linear automorphisms of $\mathbb{C}^d$ such that $\|L_{n,m}\| \leq c\lambda^{n-m}$ for every $n \geq m \geq 0$, where $c > 0$ and $0 < \lambda < 1$;

(b) $(p_n)$ is bounded as a sequence of polynomial maps of the form

$$p_n(z_1,\ldots,z_d) = (0, p_{n}^{2}(z_1),\ldots, p_{n}^{d}(z_1,\ldots,z_{d-1})),$$

such that $p_n(0) = 0$, $Dp_n(0) = 0$.

In particular, the degree of $p_n$ is bounded, hence there exist positive integers $k_1, k_2, \ldots, k_d$ such that

$$\deg p_n^{j}(z_{k_1},z_{k_2},\ldots,z_{k_{j-1}}) \leq k_j, \quad \forall j = 2,\ldots,d. \tag{6.2}$$

The next lemma implies in particular that the composition $g_{n,0}$ has uniformly bounded degree, for every $n \in \mathbb{N}$.

**Lemma 6.2.** Let $k_1,\ldots,k_d$ be positive integers. The family endomorphisms of $\mathbb{C}^d$ of the form

$$f(z) = Lz + p(z)$$

with $L$ varying in the set of lower triangular matrices and $p$ varying among polynomial maps of the form

$$p(z) = (0, p_{2}(z_1),\ldots, p_{d}(z_1,\ldots,z_{d-1})),$$

which satisfy

$$\deg p_{j}(z_{k_1},z_{k_2},\ldots,z_{k_{j-1}}) \leq k_j, \quad \forall j = 2,\ldots,d,$$

is closed under composition.
Proof. If \( f(z) = Lz + p(z) \) and \( g(z) = Mz + q(z) \) are two such maps, then the composition
\[
 f \circ g(z) = LMz + Lq(z) + p(Mz + q(z))
\]
is readily seen to be of the same form.

We can use the above two lemmas to prove the following:

**Lemma 6.3.** Let \( g_n \) be a sequence of special triangular automorphisms of \( \mathbb{C}^d \) of the form (6.1) which satisfies (a) and (b). Then the family of polynomial maps \( \lambda^{-n}g_{n,0}, \ n \in \mathbb{N}, \) is bounded.

**Proof.** We argue by induction on the dimension \( d. \) If \( d = 1, \) the composition \( g_{n,0} = L_{n,0} \) is linear and the conclusion follows from the estimate in the assumption (a). We assume that the conclusion holds when the dimension is less than \( d. \) By Lemma 6.1 (i), the sequence of polynomial maps
\[
(\lambda^{-2n}p_n(\lambda^n z))
\]
is bounded. Denote by \( g_{n,0}^i \) the \( i \)-th component of the map \( g_{n,0}. \) By the inductive hypothesis, the sequence \( (\lambda^{-n}g_{n,0}^i), \) for \( 1 \leq i \leq d - 1, \) is bounded. Therefore, by Lemma 6.1 (ii), the sequence
\[
\lambda^{-2n}p_n \circ g_{n,0} = \lambda^{-2n}p_n(\lambda^n(\lambda^{-n}g_{n,0}^1), \ldots, \lambda^n(\lambda^{-n}g_{n,0}^{d-1}))
\]
is also bounded. Since
\[
g_{n+1,0} = L_ng_{n,0} + p_n \circ g_{n,0} \quad \text{and} \quad g_{0,0} = \text{id},
\]
by the general formula (1.3), we have
\[
g_{n,0} = L_{n,0} + \sum_{j=0}^{n-1} L_{n,j+1}p_j \circ g_{j,0},
\]
which can also be written as
\[
\lambda^{-n}g_{n,0} = \lambda^{-n}L_{n,0} + \sum_{j=0}^{n-1} \lambda^j(L_{n,j+1}p_j \circ g_{j,0}).
\]
The estimate of the assumption (a) and the fact that (6.3) is bounded imply that \( \lambda^{-n}g_{n,0} \) is bounded.

We conclude this section by deducing the following:

**Lemma 6.4.** Let \( g_n \) be a sequence of special triangular automorphisms of \( \mathbb{C}^d \) of the form (6.1) which satisfies (a) and (b) and let \( k := \max\{k_1, \ldots, k_d\}, \) where the numbers \( k_1, k_2, \ldots, k_d \) satisfy (6.2). Then there exists a number \( C \) such that
\[
|g_{n,0}(z)| \leq C\lambda^n(|z| + |z|^k), \quad \forall z \in \mathbb{C}^d,
\]
for every \( n \in \mathbb{N}. \) In particular, the basin of attraction of \( 0 \) of the sequence \( (g_n) \) is the whole \( \mathbb{C}^d; \)
\[
\{ z \in \mathbb{C}^d \mid g_{n,0}(z) \to 0 \text{ for } n \to \infty \} = \mathbb{C}^d.
\]

**Proof.** By Lemmas 6.2 and 6.3, \( (\lambda^{-n}g_{n,0}) \) is a bounded sequence of polynomial maps of degree at most \( k, \) mapping \( 0 \) into \( 0. \) Since \( \lambda < 1, \) the claim immediately follows.
7 Proofs of the main results

We are now ready to prove the first main theorem stated in the Introduction:

**Theorem 7.1.** Let $B$ be the open unit ball of $\mathbb{C}^d$ and let $f = (f_n: B \to B)_{n \in \mathbb{N}}$ be an element of $\mathcal{F}$ such that for every $n \in \mathbb{N}$

$$\nu |z| \leq |f_n(z)| \leq \lambda |z|, \quad \forall z \in B,$$

with $0 < \nu \leq \lambda < 1$. Assume that the linear automorphism $L_n := Df_n(0)$ is lower triangular and satisfies the condition (3.5) of Theorem 3.1. Then the abstract basin of attraction $W_f$ is biholomorphic to $\mathbb{C}^d$.

**Proof.** Notice that by (7.1), $\|L_n\| \leq \lambda$ and $\|L_n^{-1}\| \leq \mu := 1/\nu$, so the assumption (3.3) of Theorem 3.1 holds, hence also (3.4) does (with a suitable $m_0$). Since the holomorphic maps $f_n$ are all defined on the unit ball $B$, map 0 into 0, and have uniformly bounded images, by considering their Taylor expansion at 0 we may see $(f_n)$ as a bounded sequence in the space of formal series $\mathcal{F}$. In particular, $(f_n)$ is a subexponential sequence such that $f_1^n = L_n$ satisfies the assumptions of Theorem 3.1, which implies the existence of a subexponential sequence $(g_n)$ of special triangular automorphisms of $\mathbb{C}^d$ of degree at most $m_0$ and a subexponential sequence $(h_n)$ in $\mathcal{F}$ such that $g_1^n = L_n$, $h_1^n = I$, and

$$h_{n+1} \circ f_n = g_n \circ h_n, \quad \forall n \in \mathbb{N}.$$  

(7.2)

By (3.4), we can find $1 < \theta < 1/\lambda$ such that

$$\theta^{m_0} \lambda^{m_0+1} \mu < 1.$$  

(7.3)

For every $n \in \mathbb{N}$, consider the map

$$\tilde{f}_n(z) := \theta^{n+1} f_n(\theta^{-n} z), \quad \forall z \in B.$$  

The linear automorphisms

$$\tilde{L}_n := D\tilde{f}_n(0) = \theta L_n$$

satisfy the bounds

$$\|\tilde{L}_n\| \leq \tilde{\lambda}, \quad \|\tilde{L}_n^{-1}\| \leq \tilde{\mu},$$

(7.4)

where

$$\tilde{\lambda} := \theta \lambda < 1, \quad \tilde{\mu} := \theta^{-1} \mu.$$  

By (7.1), the Cauchy formula implies that $Df_n$ is uniformly bounded on $B_{1/2}$. Therefore

$$D\tilde{f}_n(z) = \theta Df_n(\theta^{-n} z)$$

is uniformly bounded on $B_{1/2}$, hence $(\tilde{f}_n)$ is a bounded sequence of germs. Fix a number $\hat{\lambda}$ such that $\tilde{\lambda} < \hat{\lambda} < 1$. Together with the first of the bounds in (7.4), a further use of the Cauchy formula implies that there exists $0 < r \leq 1$ such that for every $n \in \mathbb{N}$

$$|\tilde{f}_n(z)| \leq \hat{\lambda} |z|, \quad \forall z \in B_r.$$  

(7.5)

In particular,

$$\tilde{f} := (\tilde{f}_n|_{B_r}: B_r \to B_r)_{n \in \mathbb{N}}$$
can be seen as an object of \( \mathcal{G} \). The maps
\[
\varphi_n : B_r \to B, \quad \varphi_n(z) := \theta^{-n}z,
\]
define a morphism \( \varphi : \tilde{f} \to f \), which induces a holomorphic injection \( W\varphi : W\tilde{f} \to Wf \). By (7.1) and since \( \lambda < \theta^{-1} \), for every \( m \in \mathbb{N} \) there is a natural number \( n \geq m \) so large that
\[
f_{n,m}(B) \subset B_{\lambda^{n-m}} \subset B_{\theta^{n-m}} = h_n(B_r).
\]
Hence, Lemma 5.1 implies that \( W\varphi \) is a biholomorphism.

The same rescaling used above defines the polynomial maps of degree at most \( m_0 \)
\[
\tilde{g}_n(z) := \theta^{n+1}g_n(\theta^{-n}z),
\]
which satisfy
\[
\tilde{g}_n(0) = 0, \quad D\tilde{g}_n(0) = \hat{L}_n.
\]
If \( 2 \leq k \leq m_0 \), the homogeneous part of degree \( k \) of \( \tilde{g}_n \) is
\[
\tilde{g}^k_n = \theta^{(1-k)n+1}g^k_n,
\]
so the fact that \( (g^k_n) \) is subexponential and \( \theta > 1 \) imply that the sequence of polynomials \( (\tilde{g}_n) \) is bounded. Up to the choice of a smaller \( r > 0 \), by the first bound in (7.4) and the Cauchy formula, we may assume that
\[
|\tilde{g}_n(z)| \leq \bar{\lambda}|z|, \quad \forall z \in B_r. \tag{7.6}
\]
Similarly, the sequence \( (\tilde{h}_n) \subset \mathcal{F} \) of formal series defined by
\[
\tilde{h}_n(z) := \theta^nh_n(\theta^{-n}z),
\]
is bounded in \( \mathcal{F} \). By (7.2) and by the definition of \( \tilde{f}_n \), \( \tilde{g}_n \) and \( \tilde{h}_n \),
\[
\tilde{h}_{n+1} \circ \tilde{f}_n = \tilde{g}_n \circ \tilde{h}_n, \quad \forall n \in \mathbb{N}, \tag{7.7}
\]
as formal series, so in particular as \( m_0 \)-jets. Since by (7.3)
\[
\check{\lambda}^m_{n+1} \check{\mu} = \theta^m \lambda^m_{n+1} \mu < 1,
\]
by the bounds (7.4) Theorem A.1 implies that (7.7) is satisfied as an identity of germs by a bounded sequence of germs \( (\tilde{h}_n) \). By (7.5), (7.6) and (7.7), Lemma 5.2 implies that \( W\tilde{g} \) is biholomorphic to \( W\tilde{g} \). Since
\[
W\tilde{g} \cong \{ z \in \mathbb{C}^d \mid \tilde{g}_{n,0}(z) \to 0 \text{ for } n \to \infty \} = \mathbb{C}^d,
\]
by Lemma 6.4 we conclude that \( W\tilde{f} \) is biholomorphic to \( \mathbb{C}^d \) and hence so is \( Wf \).

Remark 7.2. Instead than applying Theorem A.1, which establishes the existence of a bounded non-autonomous conjugacy of arbitrary sequences of germs starting from a conjugacy between their jets, one could use the fact that in the above case one of the two germs consists of special triangular automorphisms. In such a case, the convergent conjugacy is easier to obtain, by an argument due to J.-P. Rosay and W. Rudin [RR88], and used also in the already mentioned [JV02] and [Pet07].
Finally, let us use the above theorem to deduce the second main theorem stated in the Introduction:

**Corollary 7.3.** Let \( f : M \to M \) be a holomorphic automorphism of a complex manifold and let \( \Lambda \) be a compact hyperbolic invariant set with \( d \)-dimensional stable distribution \( E^s \). Let \( x \in \Lambda \) and assume that the stable space at \( x \) has a splitting

\[
E^s(x) = \bigoplus_{i=1}^r E_i
\]

such that

\[
\lim_{n \to \infty} |Df^n(x) u|^{1/n} = \bar{\lambda}_i \quad \text{uniformly for } u \text{ in the unit sphere of } E_i,
\]

where the numbers \( 0 < \lambda_i < 1 \) are pairwise distinct. Then the stable manifold of \( x \) is biholomorphic to \( \mathbb{C}^d \).

**Proof.** Set \( x_n = f^n(x) \). By the local stable manifold theorem and up to the replacement of \( f \) with a sufficiently high iterate (an operation which does not change the stable manifold), we can find holomorphic embeddings

\[
\varphi_n : B \hookrightarrow W^s(x_n)
\]

with domain the unit ball about 0 in \( \mathbb{C}^d \), mapping 0 into \( x_n \), and such that the identities

\[
f \circ \varphi_n = \varphi_{n+1} \circ f_n
\]

define holomorphic maps \( f_n : B \to B \) such that

\[
\nu |z| \leq |f_n(z)| \leq \lambda |z|, \quad \forall z \in B, \ \forall n \in \mathbb{N},
\]

for some \( 0 < \nu \leq \lambda < 1 \). A biholomorphism from the stable manifold \( W^s(x) \) onto the abstract basin of attraction of 0 with respect to the sequence \( (f_n) \) is given by mapping each \( z \in W^s(x) \) into the equivalence class of the sequence \( (f^n(z))_{n \geq m} \), where \( m \) is so large that \( f^m(z) \) belongs to the image of \( \varphi_m \). Therefore, it is enough to show that this abstract basin of attraction is biholomorphic to \( \mathbb{C}^d \).

Since the angles between the images of the subspaces \( E_i \) by the isomorphism \( Df^n(x_0) \) remain bounded away from zero (see [Mañé83, Section IV.11]), by using a suitable linear non-autonomous conjugacy we may also assume that the automorphisms

\[
L_n = Df_n(0)
\]

are lower triangular and preserve the orthogonal splitting of \( \mathbb{C}^d \)

\[
\mathbb{C}^d = \bigoplus_{i=1}^r X_i, \quad X_i = \text{Span} \{ e_j \mid k_i-1 < j \leq k_i \},
\]

for some \( 0 = k_0 < k_1 < \cdots < k_r = d \), and

\[
\lim_{n \to \infty} |L_{n,0} u|^{1/n} = \bar{\lambda}_i \quad \text{uniformly for } u \text{ in the unit sphere of } X_i,
\]

where

\[
\bar{\lambda}_1 > \bar{\lambda}_2 > \cdots > \bar{\lambda}_r.
\]
Denote by \( \lambda_n(j) \), \( 1 \leq j \leq d \), the diagonal entries of \( L_n \). Fix an index \( j \) such that \( k_{i-1} < j \leq k_i \). Since \( \lambda_{n,0}(j) \) is an eigenvalue of \( L_{n,0} \) with eigenvector \( u_n \) in the unit sphere of \( X_1 \), by (7.9) we have
\[
\lim_{n \to \infty} |\lambda_{n,0}(j)|^{1/n} = \lim_{n \to \infty} |L_{n,0}u_n|^{1/n} = \lambda_j.
\]
If we set \( \tilde{\lambda}_j = \tilde{\lambda}_i \) for \( k_{i-1} < j \leq k_i \), we have that
\[
\tilde{\lambda}_1 \geq \tilde{\lambda}_2 \geq \cdots \geq \tilde{\lambda}_d,
\]
and for every \( \omega > 1 \) there exists \( c(\omega) > 0 \) such that
\[
(c(\omega)^{-1}\omega^{-n}\tilde{\lambda}_j^n) \leq |\lambda_{n,0}(j)| \leq c(\omega)\omega^n\tilde{\lambda}_j^n.
\]
The above two inequalities imply that, if \( 1 \leq i \leq j \leq d \) and \( n, \ell \in \mathbb{N} \), then
\[
\frac{|\lambda_{n+\ell,n}(j)|}{|\lambda_{n+\ell,n}(i)|} \leq \frac{c(\omega)^2\omega^{2n+4\ell}L_{n+\ell,n}(j)}{|\lambda_{n,0}(j)||\lambda_{n+\ell,0}(i)|} \leq \frac{c(\omega)^4\omega^{4n+2\ell}}{\omega^{2n-4\ell}L_{n+\ell,n}(j)} \leq c(\omega)^4\omega^{4n+2\ell}
\]
Moreover, by (7.8), \( |\lambda_n(h)| \leq \lambda \) for every \( n \in \mathbb{N} \), thus
\[
\max_{1 \leq k \leq d} |\lambda_{n+\ell,n}(h)| \leq \max_{1 \leq i \leq d} \frac{|\lambda_{n+\ell,n}(j)|}{|\lambda_{n,0}(j)|} \leq c(\omega)^4\omega^{4n}(\omega^2\lambda)^\ell
\]
This inequality shows that the assumption (3.5) of Theorem 3.1 holds (with a slightly larger \( \lambda \)), hence Theorem 7.1 implies that the abstract basin of attraction of 0 with respect to \( (f_n) \) is biholomorphic to \( \mathbb{C}^d \).

A non-autonomous conjugacy theorem

The aim of this appendix is to prove the non-autonomous version of the well-known fact that two contracting germs of holomorphic maps which are conjugated as jets of a sufficiently high degree are actually conjugated as germs. Our proof follows the approach of Sternberg [Ste57], but we replace the delicate estimates which are necessary to apply the Banach contraction principle by an easier computation of the spectral radius of the linearized operator, which allows us to apply the implicit function theorem. See [BDM08] for a different approach.

The space \( \mathbb{C}^d \) is endowed with the norm
\[
|z| := \max_{1 \leq j \leq d} |z_j|, \quad \forall z = (z_1, \ldots, z_d) \in \mathbb{C}^d,
\]
whose ball of radius \( r \) about 0, that we denote by \( B_r \), is an open polydisk. If \( L \) is a linear endomorphism of \( \mathbb{C}^d \), \( ||L|| \) indicates its operator norm induced by \( || \cdot || \). If \( (f_n) \) is a sequence of composable maps we set, for \( n \geq m \geq 0 \),
\[
f_{n,m} := f_{n-1} \circ f_{n-2} \circ \cdots \circ f_m, \quad f_{n,n} = I,
\]
so that
\[
f_{n,m} \circ f_{m,\ell} = f_{n,\ell}, \quad \forall n \geq m \geq \ell \geq 0.
\]
Denote by \( \mathcal{G} \) the space of germs at \( 0 \in \mathbb{C}^d \) of holomorphic \( \mathbb{C}^d \)-valued maps which fix 0. A sequence \( (f_n) \subset \mathcal{G} \) is said to be bounded if there exists \( r > 0 \) such that \( B_r \) is contained in the domain of each \( f_n \) and \( f_n(B_r) \) is uniformly bounded.
Theorem A.1. Let \((f_n)\) and \((g_n)\) be two bounded sequences in \(\mathcal{G}\), whose linear parts coincide, 
\[
L_n := Df_n(0) = Dg_n(0)
\]
and satisfy 
\[
\|L_{n,m}\| \leq c\lambda^{n-m}, \quad \|L_{n,m}^{-1}\| \leq c\mu^{n-m}, \quad \forall n \geq m \in \mathbb{N},
\] (A.1)
for some \(c > 0\) and \(0 < \lambda < 1 < \mu\). Let \(k\) be a positive integer such that 
\[
\lambda^{k+1}\mu < 1.
\]
Assume that the \(k\)-jets of \((f_n)\) and \((g_n)\) are boundedly conjugated, meaning that there exists a bounded sequence of polynomial maps \(H_n: \mathbb{C}^d \to \mathbb{C}^d, \ n \in \mathbb{N}\), of degree at most \(k\), such that 
\[
H_{n+1} \circ f_n = g_n \circ H_n \quad \text{as \(k\)-jets}, \quad \forall n \in \mathbb{N}.
\] (A.2)
Then \((f_n)\) and \((g_n)\) are boundedly conjugated as germs: There exists a bounded sequence \((h_n) \subset \mathcal{G}\) such that the \(k\)-jet of \(h_n\) is \(H_n\) and 
\[
h_{n+1} \circ f_n = g_n \circ h_n, \quad \forall n \in \mathbb{N},
\] (A.3)
as germs.

As already noticed (see Remark 3.4), the assumption (A.1) does not depend on the choice of the norm of \(\mathbb{C}^d\) inducing the operator norm, up to the choice of a different constant \(c\). Moreover, we may replace this assumption by the stronger requirement 
\[
\|L_{n}\| \leq \lambda < 1, \quad \|L_{n}^{-1}\| \leq \mu, \quad \forall n \in \mathbb{N}.
\] (A.4)
Indeed, let \(\tilde{\lambda}\) and \(\tilde{\mu}\) be such that \(\lambda < \tilde{\lambda} < 1, \tilde{\mu} > \mu\) and \(\tilde{\lambda}^{k+1}\tilde{\mu} < 1\). Then (A.1) implies that we can find a natural number \(N\) such that 
\[
\|L_{n+N,n}\| \leq c\tilde{\lambda}^N \leq \tilde{\lambda}^N, \quad \|L_{n+N,n}^{-1}\| \leq c\tilde{\mu}^N \leq \tilde{\mu}^N, \quad \forall n \in \mathbb{N}.
\]
If we set \(\tilde{L}_n := L_{(n+1)N,nN}\), \(\tilde{\lambda} := \tilde{\lambda}^N < 1\), \(\tilde{\mu} := \tilde{\mu}^N\), we see that the sequence \((\tilde{L}_n)\) fulfills the condition (A.4) with constants \(\tilde{\lambda}\) and \(\tilde{\mu}\) which satisfy 
\[
\tilde{\lambda}^{k+1}\tilde{\mu} = (\tilde{\lambda}^{k+1}\tilde{\mu})^N < 1.
\]
If we set 
\[
\tilde{f}_n := f_{(n+1)N,nN}, \quad \tilde{g}_n := g_{(n+1)N,nN},
\]
and we define \(\tilde{H}_n\) to be the \(k\)-jet of the composition \(H_{(n+1)N,nN}\), we get that \((\tilde{f}_n)\), \((\tilde{g}_n)\) and \((\tilde{H}_n)\) satisfy the assumptions of the theorem, with (A.1) replaced by the stronger (A.4). Finally, if \((\tilde{h}_n)\) is a bounded conjugacy between \((\tilde{f}_n)\) and \((\tilde{g}_n)\) with sequence of \(k\)-jets \((\tilde{H}_n)\), then the unique sequence \((h_n) \subset \mathcal{G}\) such that \(h_{nN} = \tilde{h}_n\) for every \(n \in \mathbb{N}\) and such that (A.3) holds, is bounded and has \((H_n)\) as its sequence of \(k\)-jets. This shows that we may assume (A.4) instead of (A.1).

Denote by \(\|\cdot\|_{\infty,r}\) the supremum norm on the polydisk \(B_r\). Consider the space 
\[
X_k := \{ u : B_1 \to \mathbb{C}^d \mid u \text{ holomorphic and bounded with vanishing k-jet at 0} \}.
\]
By the Cauchy formula, \( \| \cdot \|_{\infty,1} \) is a Banach norm on \( X_k \). Moreover, using the Taylor formula with integral remainder and again the Cauchy formula, we find that for every \( u \in X_k \) and every \( r < 1 \) there holds
\[
\| u \|_{\infty,r} \leq \frac{r^{k+1}}{(k+1)!} \| D^{k+1}u \|_{\infty,r} \leq C \left( \frac{r}{1-r} \right)^{k+1} \| u \|_{\infty,1} ,
\]
where \( C = C(d,k) \) depends only on the dimension \( d \) and on the degree \( k \).

Let \( \ell^\infty(X_k) \) be the Banach space of sequences \( u = (u_n) \subset X_k \) with finite supremum norm
\[
\| u \|_{\ell^\infty(X_k)} := \sup_{n \in \mathbb{N}} \| u_n \|_{\infty,1} < +\infty ,
\]
and denote by \( U \) its unit open ball. If \( f: B_s \rightarrow \mathbb{C}^d \) is a holomorphic map such that \( f(0) = 0 \), we consider the rescaled functions
\[
f^r: B_1 \rightarrow \mathbb{C}^d , \quad f^r(z) := \begin{cases} \frac{1}{r} f(rz) & \text{if } 0 < r \leq s , \\ Df(0)z & \text{if } r = 0 . \end{cases}
\]

In order to prove Theorem A.1, it is enough to find a sequence \( u \in U \) such that for \( r > 0 \) small enough there holds
\[
(H_{n+1}^r + u_{n+1}) \circ f_n^r - g_n^r \circ (H_n^r + u_n) = 0 , \quad \forall n \in \mathbb{N} .
\]

In fact, in such a case the sequence of holomorphic functions
\[
h_n: B_r \rightarrow \mathbb{C}^d , \quad h_n(z) := H_n(z) + r u_n(z/r) ,
\]
is bounded, has \( H_n \) as its \( k \)-jet and satisfies (A.3).

By (A.2), the \( k \)-th jet of the left-hand side of (A.6) vanishes. Moreover, the fact that the sequences \( (f_n) \) and \( (H_n) \) are bounded and \( \| Df_n(0) \| \leq \lambda < 1 \) imply that there exists \( r_0 > 0 \) such that for every \( r \in ]0,r_0] \) and every \( u \in U \), there holds
\[
f_n^r(B_1) = \frac{1}{r} f_n(B_r) \subset B_{\| Df_n \|_{\infty,r}} \subset B_1 ,
\]
\[
(H_n^r + u_n)(B_1) \subset \frac{1}{r} H_n(B_r) + u_n(B_1) \subset B_{\| DH_n \|_{\infty,r+1}} \subset B_{1/r} .
\]
The above considerations imply that the map
\[
\Phi: [0,r_0] \times U \rightarrow \ell^\infty(X_k) , \quad \Phi(r,u) := (H_{n+1}^r + u_{n+1}) \circ f_n^r - g_n^r \circ (H_n^r + u_n) ,
\]
is well-defined. Notice that for \( r = 0 \) the map \( \Phi \) is linear in \( u \),
\[
\Phi(0,u) = (u_{n+1} \circ L_n - L_n \circ u_n)_{n \in \mathbb{N}} .
\]

Our aim is to show that if \( r > 0 \) is small enough, then there exists \( u \in U \) such that \( \Phi(r,u) = 0 \). Since \( \Phi(0,0) = 0 \), this fact is an immediate consequence of the parametric inverse mapping theorem, because of the following two Lemmas.

**Lemma A.2.** The map \( \Phi \) is continuous, is differentiable with respect to the second variable, and
\[
D_2 \Phi: [0,r_0] \times U \rightarrow L(\ell^\infty(X_k))
\]
is continuous.
Proof. We shall repeatedly make use of the following consequence of Taylor’s and Cauchy’s formulas: If $F \subset G$ is a bounded set of germs whose $h$-jets vanish, then

$$\|D^j f^r\|_{\infty,s} = O(r^{h-j}) \quad \text{for } r \to 0 , \text{ uniformly in } f \in F,$$

(A.8)

for every $j \in \mathbb{N}$ and $s > 0$. By (A.2),

$$\ell_n := H_{n+1} \circ f_n - g_n \circ H_n$$

is a bounded sequence of germs with vanishing $k$-jet. Write

$$f_n = L_n + \hat{f}_n , \quad g_n = L_n + \hat{g}_n ,$$

where $(\hat{f}_n)$ and $(\hat{g}_n)$ are bounded sequences in $G$ with vanishing 1-jet. If $u \in U$ and $0 < r < r_0$,

a simple computation yields

$$\left[ \Phi(r,u) - \Phi(0,u) \right] = \ell_n^r + \hat{g}_n^r \circ H_n^r - \hat{g}_n^r \circ (H_n^r + u_n) + u_{n+1} \circ f_n^r - u_{n+1} \circ L_n.$$  

(A.9)

Since the $k$-jet of $\ell_n$ is zero and $k \geq 1$, (A.8) implies that

$$\|\ell_n^r\|_{\infty,1} = O(1).$$  

(A.10)

Here and in the following lines, limits are for $r \to 0$ and are uniform in $n \in \mathbb{N}$. Moreover $H_n(0) = 0$, so by (A.8)

$$\|H_n^r\|_{\infty,1} = O(1).$$

Then, since the 1-jet of $\hat{g}_n$ vanishes, a further use of (A.8) implies that

$$\|\hat{g}_n^r \circ H_n^r\|_{\infty,1} = O(r).$$  

(A.11)

Similarly,

$$\|\hat{g}_n^r \circ (H_n^r + u_n)\|_{\infty,1} = O(r).$$  

(A.12)

Again by (A.8),

$$\|f_n^r - L_n\|_{\infty,1} = O(r),$$

so, by the mean value theorem and (A.4),

$$\|u_{n+1} \circ f_n^r - u_{n+1} \circ L_n\|_{\infty,1} = \|Du_{n+1}\|_{\infty,1} O(r).$$

Since $\lambda < 1$, the Cauchy formula implies that $\|Du_{n+1}\|_{\infty,1} O(r)$ is bounded by $\|u_{n+1}\|_{\infty,1}$ for $r$ small enough, so we have

$$\|u_{n+1} \circ f_n^r - u_{n+1} \circ L_n\|_{\infty,1} = \|u_{n+1}\|_{\infty,1} O(r).$$  

(A.13)

Formula (A.9) and the asymptotics (A.10), (A.11), (A.12), (A.13) imply that for every $u \in U$

$$\Phi(r,u) - \Phi(0,u) = O(r).$$

Together with the fact that the map $\Phi$ is clearly continuous on $[0,r_0] \times U$, this proves that $\Phi$ is continuous on $[0,r_0] \times U$.

The map $u \mapsto \Phi(r,u)$ is linear for $r = 0$; for $r > 0$ its differential is given by

$$[D_2 \Phi(r,u)[v]]_n = v_{n+1} \circ f_n^r - D\hat{g}_n^r(H_n^r + u_n)[v_n].$$
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Then if $0 < r < r_0$,

$$[D_2\Phi(r, u)[v] - D_2\Phi(0, u)[v]]_n = v_{n+1} \circ f'_n - v_{n+1} \circ L_n - Dg_n^r(H_n^r + u_n)[v_n] - L_nv_n . \tag{A.14}$$

By (A.13),

$$\|v_{n+1} \circ f'_n - v_{n+1} \circ L_n\|_{\infty, 1} = \|v_{n+1}\|_{\infty, 1}O(r) . \tag{A.15}$$

Moreover, the identity

$$Dg_n^r(H_n^r + u_n) = Dg_n(rH_n^r + ru_n)$$

implies that

$$\|Dg_n^r(H_n^r + u_n) - L_n\|_{\infty, 1} = o(1) ,$$

hence

$$\|Dg_n^r(H_n^r + u_n)[v_n] - L_nv_n\|_{\infty, 1} = \|v_n\|_{\infty, 1}o(1) . \tag{A.16}$$

By (A.14), (A.15) and (A.16),

$$\|D_2\Phi(r, u) - D_2\Phi(0, u)\| = o(1) ,$$

and together with the fact that the map $(r, u) \mapsto D_2\Phi(r, u)$ is easily seen to be continuous on $]0, r_0[\times U$, we conclude that this map is continuous on $[0, r_0]\times U$.  

\[ \]

**Lemma A.3.** The linear operator $D_2\Phi(0, 0): \ell^\infty(X_k) \to \ell^\infty(X_k)$ is an isomorphism.

**Proof.** By (A.7), we have

$$D_2\Phi(0, 0)[u] = (u_{n+1} \circ L_n - L_n \circ u_n)_{n\in\mathbb{N}} .$$

The multiplication operator by the sequence $(L_n)$, that is

$$(u_n) \mapsto (L_nu_n),$$

is an automorphism of $\ell^\infty(X_k)$, so it is enough to show that the operator

$$(u_n) \mapsto (L_n^{-1} \circ u_{n+1} \circ L_n - u_n) \tag{A.17}$$

is invertible on $\ell^\infty(X_k)$. Consider the bounded linear operator

$$T: \ell^\infty(X_k) \to \ell^\infty(X_k), \quad (u_n) \mapsto (L_n^{-1} \circ u_{n+1} \circ L_n) .$$

If $j$ is a positive integer, the $j$-th power of $T$ is

$$(T^j)u)_n = L_{n,n+j} \circ u_{n+j} \circ L_{n+j,n} .$$

By (A.4) and (A.5), we have the estimate

$$\|T^j\|_{\infty, 1} = \|L_{n,n+j}^{-1} \circ u_{n+j} \circ L_{n+j,n}\|_{\infty, 1} \leq \mu^j \|u_{n+j} \circ L_{n+j,n}\|_{\infty, 1}$$

$$\leq \mu^j \|u_{n+j}\|_{\infty, 1} \leq C\mu^j \left(\frac{\lambda^j}{1 - \lambda^j}\right)^{k+1} \|u_{n+j}\|_{\infty, 1} \leq C(1 - \lambda^j)^{-k-j}(\lambda^{k+1})^j\|u\|_{\ell^\infty(X_k)} .$$

By taking the supremum over all $n \in \mathbb{N}$ and all $u \in \ell^\infty(X_k)$, we deduce that the operator norm of $T^j$ has the upper bound

$$\|T^j\|^{1/j} \leq C^{1/j}(1 - \lambda^j)^{-j}(\lambda^{k+1})^j \mu .$$
Since $\lambda < 1$, the right-hand side of the above inequality converges to $\lambda^{k+1} \mu$ for $j \to +\infty$, so the spectral radius of $T$ has the upper bound

$$\rho(T) \leq \lambda^{k+1} \mu.$$ 

Since $\lambda^{k+1} \mu < 1$, we deduce in particular that 1 does not belong to the spectrum of $T$, so the operator (A.17) is an isomorphism, as we wished to prove. \hfill \Box

**Remark A.4.** We recall that any polynomial map $p: \mathbb{C}^d \to \mathbb{C}^d$ of degree at most $k$ with $Dp(0)$ invertible is the $k$-jet at 0 of a holomorphic automorphism of $\mathbb{C}^d$ (as proven by F. Forstneric [For99] and B. Weickert [Wei97]). This fact and Theorem A.1 immediately imply that

The abstract basin of attraction (see Section 5) of 0 with respect to a sequence of holomorphic maps $f_n: B_1 \to B_1$ such that

$$\nu |z| \leq |f_n(z)| \leq \lambda |z| , \quad \forall z \in B_1 , \forall n \in \mathbb{N} ,$$

where $0 < \nu \leq \lambda < 1$ is always biholomorphic to a domain of $\mathbb{C}^d$, a result of J.E. Fornaess and B. Stensønes, see [FS04]. Indeed, the above assumption implies that

$$f_n(0) = 0 , \quad \|Df_n(0)\| \leq \lambda , \quad \|Df_n(0)^{-1}\| \leq \nu^{-1} ,$$

and if $g_n$ is an automorphism of $\mathbb{C}^d$ whose $k$-jet at 0 coincides with that of $f_n$, with $k$ so large that $\lambda^{k+1} \nu^{-1} < 1$, Theorem A.1 and Lemma 5.2 imply that the abstract basins of attraction of 0 with respect to $(f_n)$ and to $(g_n)$ are biholomorphic. But, since each $g_n$ is an automorphism of $\mathbb{C}^d$, the abstract basin of attraction of 0 with respect to $(g_n)$ is naturally biholomorphic to the following domain in $\mathbb{C}^d$

$$\{ z \in \mathbb{C}^d | g_n,0(z) \to 0 \text{ for } n \to \infty \} ,$$

as shown in Section 5. In particular, the stable manifold of any point in a compact hyperbolic invariant set of a holomorphic automorphism of a complex manifold is always biholomorphic to a domain in $\mathbb{C}^d$.
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